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Abstract

Grid technologies have enabled the aggregation of geographically distributed re-

sources, in the context of a particular application. The network remains an important

requirement for any Grid application, as entities involvedin a Grid system (such as

users, services, and data) need to communicate with each other over a network. The

performance of the network must therefore be considered when carrying out tasks such

as scheduling, migration or monitoring of jobs. Moreover, the interactions between dif-

ferent domains are a key issue in Grid computing, thus their effects should be considered

when performing the scheduling task. In this paper, we enhance an existing framework

that provides scheduling of jobs to computing resources to allow multi-domain schedul-

ing based on peer-to-peer techniques.
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1 Introduction

Grid computing enables the aggregation of dispersed heterogeneous resources for support-

ing large-scale parallel applications in science, engineering and commerce [10]. Current

Grid systems are highly variable environments, made of a series of independent organiza-

tions that share their resources, creating what is known asVirtual Organizations(VOs) [11].

This variability makes Quality of Service (QoS) highly desirable, though often very difficult

to achieve in practice [21]. One of the reasons for this limitation is the lack of control over

the network that connects various components of a Grid system. Achieving anend-to-end

QoS is often difficult, as without resource reservation any guarantees on QoSare often hard

to satisfy. However, for applications that need a timely response (such as collaborative vi-

sualization [13]), the Grid must provide users with some kind of assurance about the use of

resources – a non-trivial subject when viewed in the contextof network QoS [17]. In a VO,

entities communicate with each other using an interconnection network – resulting in the

network playing an essential role in Grid systems [21].

As a VO is made of different organizations (or domains), the interactions between

different domains are a key issue in Grid computing [27]. Users from a domain may have

to interact with data sources, computing resources or information services, among others,

which are located in a different administrative domain. Also, jobs belonging to a usermay

need to be executed in a computing resource from a different administrative domain. This

situation is depicted in Figure 1, and shows a user who wants to run a job, which has a

number of QoS requirements, such as execution time or response time. This user will contact

a resource broker in order to get a computing resource fulfilling those requirements to run

his job. If none of the computing resources in the local domain fulfill the job’s requirements,

another computing resource from another administrative domain should be allocated to run

this job.
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Figure 1: Match-making between job requirements and computing resources.

Our main aim is the provision of network QoS, and we try to achieve that by means

of taking network into account when performing scheduling of jobs to computing resources.

As mentioned above, if there is no suitable resource in the user’s domain, a resource from a

different domain may be chosen to run this job, so the connectionsbetween domains should

be considered when performing the scheduling task (see Figure 2). The way how we will

achieve this is by means of a framework based on peer-to-peertechniques.

The paper is structured as follows: Section 2 explains current proposals on network

QoS in Grid, and the lack of attention they have paid to the inter-domain scheduling. Also,

existing proposals for inter-domain scheduling are revised. Section 3 explains our proposal

of inter-domain scheduling. Section 4 provides an evaluation, demonstrating the usefulness

of our work, and Section 5 shows some guidelines for our future work.

3



Figure 2: Several administrative domains.

2 Related work

The architecture we propose in this paper is intended to manage network QoS in a Grid

system, and it is specially concerned with the interactionsbetween administrative domains

when performing the scheduling of jobs to computing resources. The way that our approach

tackles the inter-domain relations is by applying peer-to-peer ideas in order to decide to

which neighbor domain a query should be forwarded, in the case that there is no available

resources in the current domain. Thus, we will provide an insight into existing proposals for

network QoS in Grid.
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Figure 3: Problem of GARA in multi-domain scenarios (from [21]).

The provision of network QoS in a Grid system has been explored by a number of

research projects, namely GARA [21], NRSE [3], G-QoSM [2], GNRB [1], GNB [4] and

VIOLA [24] [25]. They are briefly reviewed below.

General-purpose Architecture for Reservation and Allocation (GARA) [21] provides

programmers and users with convenient access to end-to-endQoS for computer applications.

It provides uniform mechanisms for making QoS reservationsfor different types of resources,

including computers, networks, and disks. These uniform mechanisms are integrated into a

modular structure that permits the development of a range ofhigh-level services. But there

are also limitations. Some resources like disk space are fundamentally very different from

network capacity. These resources are localized to certainend-systems and reservations can

be made at the remote end-systems where such resources are located. Network capacity is a

distributed resource requiring reservations at the local and remote end-systems as well as the

network path between the local and remote systems. Regarding to multidomain reservations,

GARA must exist in all the traversed domains, and the user (ora broker acting in his behalf)

has to authenticate into all the domains (as Figure 3 depicts). This makes GARA difficult to

scale.

TheNetwork Resource Scheduling Entity(NRSE) [3] suggests that signalling and per-

flow state overhead can cause end-to-end QoS reservation schemes to scale poorly to a large

number of users and multi-domain operations – observed whenusing IntServ and RSVP, as
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also with GARA [3]. This has been addressed in NRSE by storingthe per-flow/per applica-

tion state only at the end-sites that are involved in the communication. Although NRSE has

demonstrated its effectiveness in providing DiffServ QoS, it is not clear how a Grid applica-

tion developer would make use of this capability – especially as the application programming

interface is not clearly defined [2].

Grid Quality of Service Management(G-QoSM) [2] is a framework to support QoS

management in computational Grids in the context of the OpenGrid Service Architecture

(OGSA). G-QoSM is a generic modular system that, conceptually, supports various types

of resource QoS, such as computation, network and disk storage. This framework aims to

provide three main functions: 1) support for resource and service discovery based on QoS

properties; 2) provision for QoS guarantees at application, middleware and network levels,

and the establishment of Service Level Agreements (SLAs) toenforce QoS parameters; and

3) support for QoS management of allocated resources, on three QoS levels: ‘guaranteed’,

‘controlled load’ and ‘best effort’. G-QoSM also supports adaptation strategies to share

resource capacity between these three user categories.

TheGrid Network-aware Resource Broker(GNRB) [1] is an entity that enhances the

features of a Grid Resource Broker with the capabilities provided by a Network Resource

Manager. This leads to the design and implementation of new mapping/ scheduling mech-

anisms to take into account both network and computational resources. The GNRB, using

network status information, can reserve network resourcesto satisfy the QoS requirements

of applications. The architecture is centralized, with oneGNRB per administrative domain –

potentially leading to the GNRB becoming a bottleneck within the domain. Also, GNRB is

a framework, and does not enforce any particular algorithmsto perform scheduling of jobs

to resources.

Grid Network Broker(GNB) [4] is aimed at providing network QoS in a single admin-

istrative domain, and is the only proposal which considers the network when performing the
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scheduling of jobs to computing resources. Thus, the network is a key parameter in order

to choose the best computing resource to run a user’s job. Butthe way this is done is not

efficient, as it considers that only Grid transmissions go through the network, which is not

true. Also, there is one GNB per administrative domain, which potentially may become a

bottleneck within the domain.

As we said previously, we want to provide network QoS by meansof an efficient

scheduling. Many of the above efforts do not take network capability into account when

scheduling tasks. The proposals which provide scheduling of users’ jobs to computing re-

sources are GARA, G-QoSM and GNB, and the schedulers used areDSRT [7] and PBS [15]

in GARA, whilst G-QoSM uses DSRT. GNB is the only proposal which considers the net-

work, but as mentioned above it is not done in a realistic way.These schedulers (DSRT and

PBS) only pay attention to the load of the computing resource, thus a powerful unloaded

computing resource with an overloaded network could be chosen to run jobs, which de-

creases the performance received by users, especially whenthe job requires a high network

I/O.

Finally, VIOLA [24] [25] provides a metascheduling framework that provides co-

allocation support for both computational and network resources. It is able to negotiate with

the local scheduling systems to find and to reserve a common time slot to execute various

components of an application. The metascheduling service in VIOLA has been implemented

via the UNICORE Grid middleware for job submission, monitoring, and control. This allows

a user to describe the distribution of the parallel MetaTrace application and the requested re-

sources using the UNICORE client, while the remaining taskslike allocation and reservation

of resources are executed automatically. A key feature in VIOLA is the network reservation

capability, that allows the network to be treated as a resource within a metascheduling appli-

cation. In this context, VIOLA is somewhat similar to our approach – in that it also considers

the network as a key part in the job allocation process. However, the key difference is the fo-
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cus in VIOLA on co-allocation and reservation – which is not always possible if the network

is under ownership of a different administrator.

Also, given the scenario where no suitable computing resource is available in the lo-

cal administrative domain, a major issue is choosing to which neighbor domain the query

will be resubmitted. With this regard, some proposals have been presented. The Grid Dis-

tribution Manager (GridDM) is part of the e-Protein Project[18], a peer-to-peer system that

performs inter-domain scheduling and load balancing abovethe intra cluster scheduling level

where scheduling and load balancing are performed by standard schedulers like SGE, Con-

dor etc. Similarly, Xu et al. [26] presented a framework for the QoS-aware discovery of

services, and the QoS is based on feedback from users. Gu et al. [12] proposed a scalable

aggregation model for P2P systems to automatically aggregate services into a high perfor-

mance distributed application delivery with quality-of-service guarantees to fulfill the user’s

requirements.

Our current proposal is based on the architecture presentedin [4] and extended in [5].

This architecture provides scheduling of jobs to computingresources within an administra-

tive domain. The key element of that architecture is an entity namedGrid Network Broker

(GNB), which provides scheduling of jobs to computing resources, and considers the net-

work as a key parameter for that. When a user queries the GNB for a computing resource to

run a job, the GNB will proceed with a selection procedure. Asa result, if there is a suitable

resource in this domain, the job will be allocated to that resource. But, if there are no suitable

computing resources in this domain, a problem will arise. This problem can be summarized

with the question:“to which neighbor domain the query should be forwarded?”. We pro-

pose an answer to this question based on peer-to-peer systems, and this will be explained the

next.
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Figure 4: One single administrative domain.

3 Inter-domain scheduling

The proposed architecture is shown in Figure 4 and has the following entities:Users,

each one with a number of jobs;computing resources, e.g. clusters of computers;routers;

GNB (Grid Network Broker), a job scheduler;GIS (Grid Information Service), such as [9],

which keeps a list of available resources;resource monitor (for example, Ganglia [14]),

which provides detailed information on the status of the resources;BB (Bandwidth Broker)

such as [22], which is in charge of the administrative domain, and has direct access to routers.

BB can be used to support reservation of network links, and can keep track of the intercon-

nection topology between two end points within a network. A more in-depth description of

the functionality of the architecture can be found in [5].

In order to allow our inter-domain architecture to work properly, a number of assump-

tions should be made. Thefirst assumption is that each domain must provide the resources

it announces. This is, when a domain publishes that it has, e.g, X machines withY speed,

those machines must be availablewithin the domain. The opposite case would be that a do-

main contains just a pointer to where the machines are. This last case is not correct for us,
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Figure 5: Several administrative domains.

because we need to use the effective bandwidth and the number of hops of the network path

from the current domain to each neighbor. The reason is that this path will be used by the

job during its transmission. Thesecondassumption is that the resource monitor should pro-

vide exactly the same measurements in all the domains. Otherwise, no comparison among

different domains can be made.

Figure 5 shows several administrative domains, and only therouters and the network

links are shown for the sake of clarity. We can see that there may be one or more connections

between routers from two domains. In this case, when we want to use the effective bandwidth

of the link between two domains (which is an essential point of our architecture), we will

rely on theBorder Gateway Protocol(BGP) [20], which will always decide the optimal path

to a destination network.

In this paper we use the concept ofRouting Indices (RI)[8] in order to answer the

question presented in the previous section. This way we allow nodes to forward queries to
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neighbors that are more likely to have answers. If a node cannot find a suitable computing

resource for a user’s job within its domain, it forwards the query to a subset of its neighbors,

based on its local RI, rather than by selecting neighbors at random or by flooding the network

by forwarding the query to all neighbors. RI will be explained the next.

3.1 Routing Indices

Routing Indices (RI) [8] were initially developed for the document discovery in P2P

systems, and they have also been used to implement a Grid information service in [19]. The

goal of RIs is to help users find documents with content of interest across potential P2P

sources efficiently.

The RI is used to improve the performance of our peer-to-peerrouting, and to prevent

the network from being flooded. The RI is a technique to choosethe node to which a query

should be forwarded: the RI represents the availability of data of a specific type in the neigh-

bor’s information base. We use a version of RI calledHop-Count Routing Index(HRI) [8],

which considers the number of hops needed to reach a datum. Our implementation of HRI

calculates the aggregate quality of a neighbor domain, based on the number of machines,

their power, current load and the effective bandwidth of the link between the two domains.

More precisely, Equation (1) is applied.

I l
p =

( nummachinesp
∑

i=0

maxnum processesi
current num processesi

)

× e f f bw(l, p) (1)

whereI l
p is the information that the local domainl keeps about the neighbor domain

p; nummachinesp is the number of machines domainp has; current num processesi is

the current number of processes running in the machine;maxnum processesi is the maxi-
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mum number of processes that can be run in that machine, and will be explained later on;

e f f bw(l, p) is the effective bandwidth of the network connection between the local domain

l and the peer domainp, and it is calculated as follows. Everyinterval seconds, GNBs for-

ward a query along the path to their neighbor GNBs, asking forthe counter of transmitted

bytes of each interface the query goes through (theOutOctetsparameter of SNMP [16]).

Then, by using two consecutive measurements (let’s call them m1 andm2, m1 showsX bytes,

andm2 showsY bytes), and considering the moment when they were collected(m1 collected

at time t1 seconds andm2 at t2 seconds), and the capacity of the linkC, we can calculate

the effective bandwidth of each link as follows (the effective bandwidth of the path is the

smallest effective bandwidth of links in that path.):

e f f bw(l, p) = C −
Y − X
t2 − t1

(2)

Regardingmaxnum processesi, this metric is the maximum number of processes that

can be executed in a machine at a time, and it is used to decide how powerful a machine

is. We calculate it by considering the speed of its CPU and theamount of memory it has.

Equation (3) shows the actual formula used.

maxnum processes= k1 ×
memory

max(memory)
+ k2 ×

cpu speed
max(cpu speed)

(3)

In Equation (3),k1 andk2 are two constants that show how important each parameter

(memory and CPU speed) is when calculating the maximum number of processes. Also,

k1+k2 is the maximum number of processes we would like to have in thebest of our machines.

Moreover, each parameter is normalized by dividing it by a term, which is the maximum

memory or CPU speed. These last two terms (maximum memory andCPU speed) must be

propagated between peers, so that all the peers share the same values for them.
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In Equations (1) and (3) we can see why the two assumptions mentioned before are

needed. The first assumption assures that a domain provides the resource it announces, and

it is necessary because we need to use the effective bandwidth between domains. Hence, if a

domain does not contain the resources, the effective bandwidth used in Equation (1) would

be useless, because the actual links used to transmit the jobwould not be those of the path

between these two domains, but other different links. The second assumption assures that all

the domains must be monitored in the same way, as otherwise the CPU speed data, current

load and effective bandwidth will be useless, because no comparison could be done between

domains in this case.

Also, predictions on the values of the current number of processes and the effective

bandwidth can be used, for example, calculated as pointed out in [5]. As we can see, the

network plays an important role when calculating the quality of a domain.

We used HRI as described in [8]: in each peer, the HRI is represented as aM×N table,

whereM is the number of neighbors andN is the horizon (maximum number of hops) of

our Index: then-th position in them-th row is the quality of the domains that can be reached

going through neighborm, within n hops. As an example, the HRI of peerP1 looks like

Table 1 (for the topology depicted in Figure 2), whereSx.y is the information for peers that

can be reached through peerx, and arey hops away from the local peer (in this case,P1).

Peer 1 hop 2 hops 3 hops
P2 S2.1 S2.2 S2.3

P3 S3.1 S3.2 S3.3

Table 1: HRI for peerP1.

So, S2.2 is the quality of the domains which can be reached through peer P2, whose

distance from the local peer is 2 hops. EachSx.y is calculated by means of the following

formula:
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Sx.y =















I Pl
Px
, wheny = 1

∑

i I Pt
Pi
,∀Pi , d(Pl,Pi) = y∧ d(Pl ,Pt) = y− 1∧ d(Pt,Pi) = 1, otherwise

whered(Px,Pi) is the distance (in number of hops) between peersPx and Pi. The

formula is explained next.Sx.y is calculated differently based on the distance from the local

peer. When the distance is 1, thenSx.y = I Pl
Px

, because the only peer that can be reached from

local peerPl throughPx within 1 hop isPx. Otherwise, for those peersPi whose distance

from the local peer isy, we have to add the information that each peerPt (which is the

neighbor ofPi) keeps about them.

So, the HRI of peerP1 will be calculated like this one:

Peer 1 hop 2 hops 3 hops
P2 I P1

P2
I P2
P4
+ I P2

P5
I P4
P8
+ I P4

P9
+ I P5

P10
+ I P5

P11

P3 I P1
P3

I P3
P6
+ I P3

P7
I P6
P12
+ I P6

P13
+ I P7

P14
+ I P7

P15

Table 2: HRI for peerP1.

In order to use RIs, a key component is thegoodness function[8]. The goodness

function will decide how good each neighbor is by considering the HRI and the distance

between neighbors. More concretely, our goodness functioncan be seen in Equation (4).

goodness(p) =
∑

j=1..H

Sp. j

F j−1
(4)

In Equation (4),p is the peer domain to be considered;H is the horizon for the HRIs;

andF is the fanout of the topology. As [8] explains, the horizon isthe limit distance, and

those peers whose distance from the local peer is higher thanthe horizon will not be con-

sidered. Meanwhile, the fanout of the topology is the maximum number of neighbors a peer

has.
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As an example, suppose that all the peers (recall that each peer represents a whole

administrative domain) in Figure 2 have 2 machines, each onewith a speed of 1 GHz and

1 GB of memory;k1 = k2 = 50 and the current number of processes is 40 for all of them. Link

bandwidths appearing in the figure have been calculated as [5] suggests. Table 3 shows the

HRI for peerP1. Suppose that, from peerP1, we are looking for a computing resource. When

the goodness function is applied, we getgoodness(P2) = 3.139 andgoodness(P3) = 4.083.

Our goodness function gives a higher value toP3, because within short distance (1 hop) we

can reach better resources.

Peer 1 hop 2 hops 3 hops
P2 1.25 2.75 8.75
P3 2.5 2.5 6.75

Table 3: Example HRI for peerP1.

3.2 Search technique

In literature, several techniques are used for searches in P2P networks, including flood-

ing (e.g. Gnutella), centralized servers (e.g. Napster). More effective searches are performed

by systems based on distributed indices. In these configurations, each node holds a part of

the index. The index optimizes the probability of finding quickly the requested information,

by keeping track of the availability of data to each neighbor.

Algorithm 1 shows the way that our architecture performs thescheduling of jobs to

computing resources. In our system, when a user wants to run ajob, he/she submits a query

to the GNB of the local domain. This query is stored (line 7) asit arrives for the first time

to a GNB. Then, the GNB looks for a computing resource in the local domain matching

the requirements of the query (line 11). If the GNB finds a computing resource in the local

domain that matches the requirements, then it tells the userto use that resource to run the
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job (line 27). Otherwise, the GNB will forward the query to the GNB of one of the neighbor

domains. This neighbor domain will be chosen based on theHop-Count Routing Index, HRI,

explained before (line 16). The parameterToTry is used to decide which neighbor should

be contacted the next. This is, the best neighbor will be contacted first (in Figure 6,p3 will

contactp6); if the query is bounced back, then the 2nd best neighbor will be contacted (p3

will contact peerp7), and so on. Hence, a neighbor domain will only be contactedif there are

no local computing resources available to fulfill the query (finish the job before the deadline

expires, for instance).

Algorithm 1 Searching algorithm.
1: Let q= new incoming query
2: Let LocalResource= a resource in the local domain
3: Let NextBestNeighbor= a neighbor domain select by the goodness function
4: Let ToTry= the next neighbor domain to forward the query to
5: for all q do
6: LocalResource:= null
7: if (QueryStatus(q) = not present)then
8: {the first time the query arrives to this domain, store the query}
9: QueryStatus(q) := 1

10: {we must look for a computing resource in the local domain}

11: LocalResource:=MatchQueryLocalResource(q)
12: end if
13: if (LocalResource== null) then
14: {no computing resource in the local domain, so forward the query to a neighbor

domain}
15: ToTry:= QueryStatus(q)
16: NextBestNeighbor:= HRI(q, ToTry)
17: if (NextBestNeighbor== null) then
18: {the query must be bounced back}
19: Recipient := Sender (q)
20: else
21: Recipient := NextBestNeighbor
22: QueryStatus(q) += 1
23: end if
24: ForwardQueryToRecipient(q, Recipient)
25: else
26: {tell the requester we have found a computing resource}

27: SendResponseToRequester(q)
28: end if
29: end for

16



4 Evaluation

In order to illustrate the behavior of our design, we will present an evaluation showing

how our HRIs vary when varying the measurements. For this evaluation, we use the topology

presented in Figure 6, and all the data we present here are referred to the peerp1. For the

sake of easiness and clarity, we assume that all the links’ bandwidth is 1 Gbps, all the peers

have 1 resource made of 1 machine, with 4 Gb of memory and CPU speed of 1 GHz.

For Equation 1, we have approximated the values ofcurrent num processesi as a uni-

form distribution between 10 and 100, and themaxnum processesi as 100. Regarding

thee f f bw(l, p), we have considered a Poisson distribution for those linksthat are heavily

loaded, and Weibull distribution for those links which are not so loaded, as [6] suggests. In

Figure 6, the even links will be heavily used, and are depicted with a thicker line.

To calculate the parameters for these distributions (the meanµ for the Poisson distribu-

tion, and scaleβ and shapeα for the Weibull distribution), we have considered that the level

of use of heavily used links is 80%, whilst no heavily used links exhibit a 10% usage. This

way, if a heavily used link transmits 800 Mb in 1 second, and the maximum transfer unit of

the links is 1500 bytes, the inter-arrival time for packets is 0.000015seconds. Thus, this is

the value for theµ of the Poisson distribution. In the same way, we calculate the value for the

β parameter of the Weibull distribution, and the value we get is 0.00012seconds. This way,

by means of these mathematical distributions, we calculatethe inter-arrival time for packets,

and the calculation of the effective bandwidth from this is straight-forward.

We have simulated a measurement period of 7 days, with measurements collected every

30 minutes. Figures 7 and 8 present the variation on the use oflinks and the number of

processes, following the mathematical distributions explained before. Figure 7 represents the

level of use of links compared to the actual bandwidth (1 Gbps), per measurement. Heavily
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Figure 6: A query (Q) is forwarded fromp1 to the best neighbors (p3, p6, andp7).

used links get a higher used bandwidth than not heavily used links. Thus, the data shown in

these figures are used for our HRIs in order to decide where to forward a query.

Figure 9 and 10 present the variation of theSx.y for both heavily/ unheavily loaded

links. These figures have been calculated by means of the formulas explained in Section 3.1,

and applying them to the mathematical distributions mentioned above. As we explained in

Tables 1 and 2,S2.1 = I p1
p2, andS3.1 = I p1

p3. We can see that the network performance affects

the HRI, as was expected. We must recall that the higher the HRI is, the better because it

means that the peer is powerful and well connected. Also, we see that when the link is not

heavily loaded, theS has more high values, and values are more scattered across the figure.

As opposed to it, when the link is heavily loaded, more valuesare grouped together at the

bottom of the figure. Also, for Figure 10,S2.2 = I P2
P4
+ I P2

P5
, andS3.2 = I P3

P6
+ I P3

P7
, which means

that to calculateS2.2 andS3.2, both heavily and not heavily used links are used.

Figure 11 shows the variation of the goodness function for the 2 neighbors of peer

p1. Recall that the link betweenp1 andp2 is unloaded, and the link betweenp1 andp3 is

loaded. We can see that the goodness function forp2 has higher values, and forp3 it has

more values grouped at the bottom of the figure.

18



0 50 100 150 200 250 300
0

2.´108

4.´108

6.´108

8.´108

1.´109

0 50 100 150 200 250 300
0

2.´108

4.´108

6.´108

8.´108

1.´109

(a) Use of a not heavily loaded link (Weibull distribution). (b) Use of a heavily loaded link (Poisson distribution).

Figure 7: Variation of use of links.
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Figure 8: Variation of the number of processes (Uniform distribution).
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(a) S2.1 = I p1
p2 (link p1− p2 is not heavily loaded). (b)S3.1 = I p1

p3 (link p1− p3 is heavily loaded).

Figure 9: Variation ofSx.y for loaded/ unloaded links.
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Figure 10:S2.2 (S3.2 would also look like this).
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(a) Goodness function for peerp2 (link p1− p2 unloaded). (b) Goodness function for peerp3 (link p1− p3 loaded).

Figure 11: Variation of the goodness function.
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5 Conclusions and future work

The network remains an important requirement for any Grid application, as entities

involved in a Grid system (such as users, services, and data)need to communicate with each

other over a network. The performance of the network must therefore be considered when

carrying out tasks such as scheduling, migration or monitoring of jobs. Also, inter-domain

relations are key in Grid computing. We propose an extensionto an existing scheduling

framework to allow network-aware multi-domain schedulingbased on peer-to-peer tech-

niques.

More precisely, our proposal is based onRouting Indices(RI). This way we allow

nodes to forward queries to neighbors that are more likely tohave answers. If a node cannot

find a suitable computing resource for a user’s job within itsdomain, it forwards the query to

a subset of its neighbors, based on its local RI, rather than by selecting neighbors at random

or by flooding the network by forwarding the query to all neighbors.

Among the future work, we will implement the proposal using asimulation tool, Grid-

Sim [23], because a lot of work is required to set up the testbeds on many distributed sites.

Even if automated tools exist to do this work, it would still be very difficult to produce per-

formance evaluation in arepeatableandcontrolledmanner, due to the inherent heterogeneity

of the Grid. In addition, Grid testbeds are limited and creating an adequately-sized testbed

is expensive and time consuming. Therefore, it is easier to use simulation as a means of

studying complex scenarios.
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