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AbstratCloud omputing has gained popularity in reent times. Nowadays severalompanies are migrating their software towards loud providers. Using virtualmahines as a resoure provisioning mehanism o�ers some bene�ts, but depend-ing on the appliations it ould be di�ult to preview the exat amount of re-soures the ompany needs to provide QoS to its lients. In this paper we proposea new way of booking resoures in whih the Cloud user an set min and max lev-els to ope with peak-load. For this proposal we need to modify some omponentsof the loud infrastruture: a new module for the booked virtual mahine, somehanges in advane reservation leases from loud manager and some bakgroundfor SLA layer.
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1 IntrodutionCloud omputing is an emerging topi in the �eld of parallel and distributed omputing.A loud is a ombination of physially and virtually onneted resoures that aim topower the next generation data enters by arhiteting them as a network of virtualservies [1℄.Virtualization is one of the key tehnologies behind the Cloud omputing in-frastruture. Virtualization allows us to instantiate virtual mahines dynamially onphysial mahines and alloate them as needed. There are several bene�ts that weexpet from virtualization, suh as high availability, ease of deployment, migration,maintenane, and low power onsumption that help us to establish a robust infrastru-ture for Cloud omputing [2℄.With Cloud omputing, ompanies an lease resoures on-demand from a virtu-ally unlimited pool. That resoures an be divided into three parts: infrastruture,platform, and software, whih are usually made available as subsription-based ser-vies in a pay-as-you-go model to onsumers. These servies are respetively referredto as Infrastruture as a Servie (IaaS), Platform as a Servie (PaaS) and Softwareas a Servie (SaaS) in industry. The pay-as-you-go billing model applies harges forthe atually used resoures per unit time. This way, a business an optimize its ITinvestment and improve availability and salability.Typial omputing resoures o�er a stati and �nite set of omputational apaityto users. Initially, a resoure is purhased with an estimate for its peak apaity withthe hope that the average load on the resoure stays well below that estimate. However,the demand is dynami, and it is then di�ult to estimate the times when the demandwill exeed the apaity of the resoure (e.g, soial networking environment). Mostoften it is only realized when the system rashes under the load and this results in user4



frustration [3℄. So a hallenge for Cloud providers is how to provide a solution to opewith lients failed estimations.Several researh groups have explored the way of taking advantage of the elastiitythat provides Cloud omputing. For example,[4℄ [3℄ show the bene�ts of expanding aluster with EC2 nodes; or [5℄ shows the use of Cloud omputing for Grid resoureprovisioning. Moreover, there are some ompanies whih o�er elasti loud servies foran amount of money, like ElastiHosts [6℄. Thus, the target appliation for our proposalwould be one that exhibits variable loads. The user an just identify the range of VMsneeded to support the expeted load. Then, the system will adjust autonomously theresoures alloated to that user depending on the real load.More preisely, in our proposal we present a extension to the advane-reservationlease for taking advantage of the elastiity provided by Cloud omputing. It will allowusers to manage their booked �exible resoures for improving their business investment.Moreover, this new feature will probably generate new proposals of sheduling poliies(due to the new type of lease), smart priing algorithms, lease priority algorithms andso on. . .The remainder of the paper is organized as follows. In Setion II we outline theloud environment we have used for this work. In Setion III we disuss our proposalof �exible advane-reservation lease. In Setion IV we present some preliminary ex-periments we have done for testing the usefulness of the proposal. Finally, the paperends with some onlusions in Setion V, where we hypothesize possible guidelines forfuture work.
5



2 Cloud environmentFigure 1 depits the typially Cloud omputing arhiteture. It inludes three layers:Infrastruture layer, Platform layer and Software layer. The infrastruture layer anbe divided into three parts: Physial layer, where isolated physial resoures are plaed;Hypervisor layer, whih allows eah physial resoure to be virtualizated; and Cloudmanagement layer, whih provides a general view of the system. On top of that, thePlatform layer is where virtual mahines are plaed. And �nally, the Software layer,whih onsist on appliations running into those virtual mahines.

Figure 1: Cloud omputing arhiteture.The authors have foused on OpenNebula [7℄ as loud management software, in-stead of other well-known frameworks suh as Eualyptus [8℄ or Nimbus [9℄, due tothe fats that it is one of the most extended loud manager all over the world, it anbe extended and integrated with third-party developments, and its sheduler an beeasily replaed. OpenNebula is a virtual infrastruture engine whih provides the fun-tionality needed to deploy, monitor and ontrol VMs on a pool of distributed physialresoures. OpenNebula is omposed of three main omponents: The OpenNebula Core,a entralized omponent than manages the life-yle of a VM (deploy, monitor, migrate,. . . ); the Capaity Manager is a module that governs the funtionality provided by the6



OpenNebula ore; the Virtualizer aess Drivers, than expose the basi funtionalityof the hypervisor in order to provide an abstration of the underlying virtualizartionlayer. OpenNebula is able to dynamially sale-out this infrastruture by interfaingwith an external loud. In fat, OpenNebula already inludes an Amazon EC2 [10℄virtualizer driver [11℄.Moreover, we have used Haizea [12℄ as sheduling software, instead of the Open-Nebula default sheduler, beause it provides a more omplete sheduling environment.Haizea is an open soure lease management arhiteture developed by Sotomayor etal. [13℄ that OpenNebula an use as a sheduling software. Haizea uses leases asa fundamental resoure provisioning abstration. A lease is a �negotiated and rene-gotiable agreement between a resoure provider and a resoure onsumer, where theformer agrees to make a set of resoures available to the latter, based on a set of leaseterms presented by the resoure onsumer�[14℄. Currently, Haizea supports three typesof lease: advane reservation lease, where the resoure must be available at a spe-i� time:; best-e�ort leases, where resoures are provisioned as soon as possible; andimmediate leases, where resoures are provisioned when requested or not at all [13℄.
3 Flexible advane reservation leasesOur proposal onsist on extending the Cloud manager infrastruture for optimizing userost-bene�t ratio and improving the use of resoures for variable load appliations.Currently, an appliation provider an book a number of virtual mahines during aperiod of time. However, during the exeution, the appliation whih runs into theVM ould get overloaded. In order to try to overome this, we propose to add a rangeof extra virtual mahines whih ould be used in ase the appliation needs them. Atypial use ase ould be desribed as follows: The lient wants to keep required QoS,7



to save some money and not to waste part of their booked resoures. They ouldpurhase enough VMs for an average load and a �exible range for a peak load. Thispossibility would be heaper than purhasing enough VMs for the whole leasing periodfor only oping with a unpreditable small peak-load period. In order to support �exible

Figure 2: Steps for supporting �exible advane-reservation leases.advaned-reservation leases, several hanges need to be introdued in the generi Cloudinfrastruture as depited in Figure 2.First of all, an �smart-omponent� needs to be reated. This omponent needsto be plaed in the booked virtual mahine and it is able to onnet to OpenNebula'snode. Figure 3 shows an ativity diagram whih models its behavior. First of all,a lient asks OpenNebula for a virtual mahine using an �exible advane-reservationlease. Both parties negotiate an SLA, and ONE gives the VM to the lient. After that,depending on the ation to do, if the urrent system is ollapsed the omponent wouldask for a new virtual mahine to help the system. On the other hand, if the urrentsystem is working better than it was previewed, it would tell OpenNebula to delete oneexisting virtual mahine. This proedure works as a loop within the booked period oftime. Moreover, the omponent has the ability to automate the dynami provisioningof VMs taking into aount the negotiated SLA.8



Figure 3: Flexible advane-reservation senario.Next, the Haizea MetaSheduler has to be extended to onsider the new typeof lease. As it has said earlier, Haizea has three types of leases: best-e�ort leases,immediate leases and advane-reservation leases. We fous our idea on the third one,in whih we propose to extend its harateristis for inluding our �exible feature: arange of virtual mahines. Moreover, Haizea would need some ontrol of this �exiblefeature in order to know when is the system empty of resoures to provide or if thereare still enough resoures to ful�l a lient request. Here, some heuristi methods anbe used for helping while extending Haizea software.Finally, bakground for new SLA type should be added so that lients an usethe new type of lease. SLA are negotiated between two parties following the spei�negotiation protools, and are generated using the SLA templates available on both theonsumers and the providers sides. With this new feature Cloud omputing providerswould need new ways to generate SLA templates whih inlude the �exible advane-reservation. 9



Figure 4: Overview of the infrastruture used for this work.4 Preliminary resultsIn order to have an insight into the foreseen bene�ts of our proposal, we have deviseda proof-of-onept experiment whih shows the system behavior when VMs are auto-matially provisioned and freed on workload �utuations. The physial infrastrutureused in this work onsist on one entral host in whih OpenNebula is installed, and twomore hosts where VMs will be deployed. In both hosts we have used Xen Hypervisor[15℄ to manage our VMs. As an be observed in Figure 4, the virtual mahines havea single ore 1.8 GHz AMD Opteron proessor and 256 MB of RAM, and all of themare onneted to the Internet.We suppose there is a lient who has booked one virtual mahine for a periodof time. This VM has the Nginx web server and PHP installed, and also some PHPsripts whih use CPU time.For testing that virtual mahine we have designed a variable workload. Havinginto aount than our arrival rate is one request per seond, we have reated threetypes of requests: low request, whih takes less than a seond to �nish, high request,whih takes more than a seond, and very high request, whih takes muh more thanone seond. We have mixed those types of requests in a period of time, reating our10
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Request CPU time Arrival rateFigure 5: De�ned workload for testing the system.test workload. As Figure 5 shows, we start with low requests being followed withhigh request whih load the system. After that, it omes another easy low-load periodbefore introduing the highest load requests to the system, and ending with anotherlow request period. Our purpose is to simulate a real workload that ould need moreresoures than the booked virtual mahine gives us. That is a possible situation thatwould arise when there has been a bad booking.Here we present some graphis whih show the evolution of our system perfor-mane without and with our proposal. Looking at Figure 6.a we an observe the systemperformane under the spei�ed workload without our proposal. It an be observedthat the system gets overloaded with high requests, beause lots of them are beingqueued. When introduing low requests, the system is most of the time overloadeddue to queued requests. Then, while introduing very high and then low requests, thesystem shows the same performane as before.With our proposal we ould avoid those problems just booking a range of virtualmahines in the same period of time. As we an see in Figure 6.b when our mainvirtual mahine gets overloaded, our omponent asks OpenNebula for another virtualmahine for helping it. In this point, the �rst peak load has been �xed. Later, in thelow part of the workload, the omponent knows that the system is working �ne and itdeides to delete the extra VM. 11
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BookedMV Extra−VM1 Extra−VM2(b) Using FAR lease.Figure 6: System performane.When the very high part of the workload appears, the omponent asks for oneextra VM and also it immediately asks for another one for preventing the system toget overloaded. When this part �nishes and the seond low part arrives,the systemworks �ne again and the omponent deletes those extra virtual mahines.
5 Conlusion and Future workIn this work we propose an extension to advane-reservation leases in order to �x badbooking deisions, whih ould make the system get overloaded with the orrespondingloss of QoS. We reate a smart-omponent whih monitors the VM booked and deideif it needs another VM or if the system works �ne. We propose some extensions inHaizea software to add this new feature to the urrent ones. Finally, we evaluate anexample of workload without and with that proposal to have a view of the bene�ts ofthe automati and dynami provision of resoures on appliations demand.Our urrent implementation is an initial prototype foused spei�ally on Nginxweb server. As future work we will extend the Haizea ode for adding the new typeof lease. Also we will test several algorithms for improving the smart omponentperformane. 12
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