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Abstract

Torus topology is one of the most common topologies used in the largest
supercomputers. It is chosen for its attractive properties related to cost,
implementation or scalability. In the market, there are low—profile communication
expansion cards that have a reduced number of ports that is not enough to build
tori of a certain number of dimensions. For instance, by means of one four-port
card per node, a 2D torus topology could be built, but not a 3D torus topology.
However, two of these cards can be used per node to build a 3D torus topology
[4, 5] (3DT torus). Although there are several ways of assigning the dimension
and direction of the ports of the two cards for a 3DT torus in the previous
reference, it has been proved which is the optimal port configuration. This paper
extends and generalizes that previous work in order to obtain the optimal port
configuration when n dimensions are considered. Thus, the nDT torus topology
is defined and a detailed formal analysis leads to the optimal port configuration.
Moreover, some comments about routing algorithm in nDT torus are included.

1 Introduction

The high number of nodes in large supercomputers imposes severe requirements on the
interconnect system design, and therefore high—performance interconnection networks
are mandatory in large supercomputers and clusters dominating the supercomputing
market. In such systems, the network topology plays a major role in determining the
overall system performance. There are many factors that may affect the choice of an
appropriate network topology, but for this kind of systems, fat—tree [13] and torus [11]
are usually the preferred topologies for indirect and direct networks, respectively.

In a fat—tree network every node has equal access bandwidth to every node.
Therefore, this topology is very appropriate for running large scale applications which
generate a lot of communication among all the nodes. However, the more a system
grows, the more the fat—tree topology shows limits of cost, consumption, reliability
and, very important, scalability. In contrast, the 3D torus topology provides a reduced
hardware cost and an excellent scalability.

Torus topology belongs to the n—cube k—ary family that consists of n dimensions
with k£ nodes in each dimension, with a total of £ nodes. In particular, a 3D torus
is a 3—cube k—ary topology. This topology has low radix and diameter, allowing an
easy implementation and reducing the latency of the communications. In general, the
cabling of the 3D torus network is simpler, allowing shorter cables, and if expansions
are required, this topology can be added to with little re-cabling. Moreover, it is also
important that the scalability cost is linear. Finally, torus supports several routing
algorithms that increase path diversity so that the fault tolerance and load balance
become feasible. Additionally, the topology maps very well several well-known traffic
patterns generated by current scientific-purpose applications. In particular, torus
topology is the best for applications with high locality level, such as applications that
use 3D mathematical models.



The 3D torus topology is one of the most common topologies used in the largest
supercomputers in the Top500 list [10]. For example, the Gemini system interconnect
[3] employed in Titan [14] (actually, the second supercomputer at the Top500 list), the
supercomputers of Cray’s XT5 [8] family or the supercomputers of the Blue Gene/L
[1] family. Some of these systems were also at the top in previous Top500 list.

To obtain a 3D torus, six ports (or links) per node are needed, two for each
dimension. These six ports can be offered by a single switch or several low—profile
expansion cards. Usually these low—profile expansion cards are incorporated in each
node of a cluster. As today it is also usual that each node of the cluster is 1U (1.75
inches) tall, manufactures provide low—profile expansion cards with few communication
ports. For instance, it is possible to build 2D torus with four—port cards (one per node),
but not a 3D torus. However, two of these cards can be used per node to build a 3D
torus topology.

As shown in Figure[Il, one port of each card would be used to interconnect the two
cards, and the remaining ports for inter-node communication. We called this topology
3D Twin torus or just 3DT torus. The 3DT torus topology offers a great advantage
respect to the 2D torus topology: using the same 4-port card, the 3DT torus offers a
lower distances between nodes. So, the network latency is reduced and the throughput
is increased, only changing the topology and without extra economic investment.

There are significant challenges in 3DT torus design. Two of them stand out
specially: port configuration and deadlock problem. The manner in which the ports of
the two cards are assigned to the dimensions and their directions has a great influence
on the communication performance. In order to reduce the latency, it is necessary to
avoid as much as possible the paths that pass through the node using the two cards. If
successful, the cost of the communication would be noticeably reduced. The six ports
of the node are split in two groups, and every group is assigned to one of the cards, as
shown in Figure [l The ports of the 3DT torus topology have an assigned dimension
(i.e., do, dyi, do) and direction (i.e., positive or negative), which have to be established
in the network deployment. There are several ways of assigning the dimension and
direction to the ports (port configurations), and each one has a different performance
level. In [4], we presented a detailed study of the behavior of all the port configurations,
and determined by means a formal analysis which is the best of them.

On the other hand, it is probable that deadlock appears in the 3DT torus network.
This problem occurs because the link interconnecting the two cards can be used for any
message in the network, independently of the dimension that the message is crossing.
This causes new cycles in the 3DT torus network that do not appear in a 3D torus
built directly with 6-port cards.

Recently, some networks used in large supercomputers build n-cube topologies
with more than three dimension. For instance, supercomputers of IBM’s Blue Gene/Q
family [7] uses a five dimensional torus network, while the proprietary network Tofu
[2] uses a six dimensional torus. Also, these networks are implemented in some of the
supercomputers at the Top500 list, like Fujitsu’s K-Computer [15] (Tofu) or Sequoia
[12], Juqueen and Vulcan (IBM’s Blue Gene/Q).



For this reason, we extend the work realized in [4, 5] in this paper, in order to
define the nDT torus topology and to obtain the optimal port configuration, when
n dimensions are considered instead of only three dimensions. We have focused our
attention on the first challenge described above and have presented in this work a
detailed formal analysis to obtain the optimal port configuration. Also, we have
included a brief analysis about the deadlock in the nDT" topology and how to avoid it.

The rest of the paper is organized as follows: In Section [2lthe nDT torus topology
is defined. Section [ provides the formal analysis that leads to the optimal port
configuration in Section 3.3l Finally, in Section d, we presented a brief description
of the routing algorithm implemented in the nDT torus.

2 The nDT torus topology

In this section we define the n.DT torus topology. Previously, we introduce the notation
to be used in the rest of the document, which is commonly used to treat with general
torus topologies.

2.1 Notation

The following notation is used bellow:

e n: number of dimensions of the torus, where n > 2.

e k: number of nodes in every dimension of the nD torus. Note that the same
number of nodes in each dimension is assumed and k£ > 3.

® (0001...0;...0n_20,_1): nD torus node identifier, 0 <i <n and 0 < o; < k.
e d;: a dimension of the nD torus, 0 < i < n.

e d.d : ports of the dimension d;, corresponding to the two directions.
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e P: set of ports of a node, P ={d,,dJ,...,d; ,df, ..., ,d,_,d5 |}

e P: port of a node, P € P.
e dj; ;1 a subset of ports of P, including the ports from the dimension d; to the

dimension d;, 0 < 4,7 < n and ¢ < j. Note that if j < 7, the subset would be an
empty set.

e PFEO, PE1: processing elements of a node.

e (0g...0,_1|pe): processing element identifier in nDT torus, 0 < i <n, 0 < 0; <
k, and pe is zero or one. Note that the left side of identifier (og...0,_1) is the
torus node identifier, while the right side (pe) is the PFE identifier.



NF({0g...0n_1)): set of nodes that send messages to node (og . .. 0,_1) and reach
it through the port P.

NF({og...0n_1)): set of nodes to which the node (0 ...0,_1) sends messages
from its port P.

DP({0g...0,_1)): cardinal of the set NP({og...0,_1)).
DP({og...0,_1)): cardinal of the set N¥'((0g...0n_1)).

Rp_p((0g...0,_1)): number of paths that pass through the node (o ...0, 1)
from its input port P to its output port P’. If both P and P’ belong to the
same dimension, sometimes we refer to the addition of Rp_,p/((0p...0,-1)) and
Rpip({0g...0n-1)) by an expression, using only the identifier of the dimension,
hiding the sign of the direction, and substituting the double arrow symbol for a
single arrow (Rg,q,({(00 - .- 0n-1))).

Also, P or P’ can be a subset of ports. For example, the number of paths that
pass through the node {0y ... 0,_1) entering by ports of the dimensions dy, d; and
dy and leaving to output port d , is referred as Rd[072]—)d1_1(<00 e Op—1)).

PATH (i): number of paths that pass through the node (o ... 0,_1) between any
two ports P and P, where P € d;, P' € dy, k=j+iand 0 <4, j,k <n.

[a,b]™: with b =a+ m; a,b € Z and n,m € N, defines a set of integers whose
members are {(a) mod n,(a+1) mod n,...,(a+m —1) mod n,(a+m) mod n},
where the operation module, a mod k, a € Z and k > 0, is the remainder of
integer division: a mod k = (a + k) mod k. It is easy to prove that the cardinal
of the set that is defined by the interval [a,b]™ is b — a + 1.

2.2 nDT torus definition

In this section we formally define the nD Twin torus topology.

Definition 2.1 A nD Twin torus, or just nDT torus, is a n—cube k—ary (nD torus)
topology, with k € N*, k > 2 and n > 3, where each node is a virtual node' consisting
basically of the following main components:

Hardware for communications: it consists of two (n + 1)—port cards®, offering a
total of 2n+2 ports. Two of these ports (one of each card) are used to interconnect
both cards to each other, and the 2n remaining ports are used to connect the node
to the rest of dimensions, building a torus topology with n dimensions.

'In this point, we use this term for better explaining how a node is formed in this topology.

However, in most of the paper we will use the term node to refer it.
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_ n+l

2When only one (n + 1)-port card is used per node, a ngD torus (ng = L) is obtained
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o Computing hardware: each internal (n+ 1)—port card is connected to a processing
element, and so there are two processing elements in each virtual node. Therefore,
there are a total of 2k™ processing elements interconnected by the network.

Exzample 2.1 For building a 3DT torus (n = 3), each virtual node consists of two
4-port cards and two processing elements. The 3DT torus is obtained using the available
siz ports after both cards are interconnected by means one port of each one (Figure[).
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Figure 1: Fragment of a 3DT torus and detail of the communications hardware circuit,
based on two 4-port cards.

3 Analysis of the port configuration of the nDT torus.

According to the nDT torus definition, there are multiple ways of assigning card ports
to dimensions and therefore different port configurations can be formed. Note that the
best configuration that minimizing the number of paths that go across a node using
the two cards. Thus, the objective of this paper is to find the optimal configuration,
where we consider as.

In order to determine the optimal configuration, for nDT torus, as was show in
the previous study for the specific case of 3DT torus [4], it is necessary to consider
the routing algorithm and the traffic pattern. In this study, we consider the routing
algorithm DOR (Dimension Order Routing) [1I] and an uniform traffic pattern. To
simplify the analysis, we only consider odd values of k, because, given a node, there is
the same number of nodes in both directions of a dimension. A similar study can be
performed to even values of k. For the same reason explained in [4], the routing has
been considered at node level, not a processing element level.
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This study has been performed based on the methodology explained in [4], but
it has been modified since the number of possible configurations for building a nDT
torus is too high®. In this case, the methodology consists of the following steps:

1. To define the sets NF({(og...0,_1)) and NZF({oy...0,_1)) and obtain their
cardinals, D ({0 ...0,_1)) and DY ({0 ...0,_1)), respectively, where 0 < o; < k,
0 <i<nand P e P (Section 3.1

2. To calculate the number of paths that pass through the node (og...0,_1) using
the internal link? for each input pair of ports (Section [3.2)).

3. To define the configuration we consider the optimal configuration for a n DT torus
and to calculate the number of paths that cross the node using the internal link

(Section B.3]).

4. Finally, to demonstrate that any other configuration is not better than the one
previously defined (Section [3.5]).

3.1 Sets NI and NI for the node {(oj...0, 1)

Based on any n-cube k-ary and the DOR routing algorithm, it is easy to determine the
nodes that belong to the sets N and N¥. Next, we indicate the members of these sets
using set terminology. Since k is odd, the number of reachable nodes from a specific

node that are located in the same dimension is %, regardless the direction.

Definition 3.1 Let N& ({09 ...0n-1)) be a set of nodes that send messages to the node
(00 ...0n-1) and reach it through the port d; (0 <o; <k, 0<1i<n). Hence:

) o, €0,k —1] ifj <i
Ngi(<00...0n_1>):{<06...0;_1>: o;E[oj—%,oj—l}k ifj=1i,0<j<n}
0 = 0; if >

+
Definition 3.2 Let N ({00 ...0n-1)) be a set of nodes that send messages to the node
(09 ...0n_1) and reach it through the port d} (0 < o; <k, 0 <i<n). Hence:

o €10,k —1] ifj <
+ .
N ({00 0n-1) = {060 1) : {0 € [0y + 1,0+ 552" fj=i, 0<j<n)
0; = 0; ifj >

3In the 3DT torus case, there are only ten different port configurations and this fact allows us to
analyze and compare all of them.
4Henceforth, we will use internal link to refer to the connection between the two cards in a node.
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Example 3.1 Given a 3D torus (n = 3), where k = 5, the set of nodes that send
messages to the node (3,1,0) and reach it through its port dj is:

N% ((3,1,0)) = {{4,1,0), (0,1,0)}

Figure [2 shows graphically this subset of nodes.

Definition 3.3 Let Nji_((oo ... 0n—1)) be a set of nodes to which the node {(og . . .0,_1)
sends messages from its port d; (0 <o0; <k, 0<1i<n). Hence:

0; = 0; if 7 <1
d; _ koo ,
Ny ({00 0n-1)) = {(0g- .0, 1) : 0 € [o; = 5,0, —1]" ifj=i ,0<j<n}
o, €0,k — 1] if >

J

+
Definition 3.4 Let N;i ({00 ...0n-1)) be a set of nodes to which the node {(og . ..0p_1)
sends messages from its port df (0 <o0; <k, 0<1i<n). Hence:

05 =0 ifj <i
+
Nji ((0g...0n-1)) = {{0f...0, ;) : o, € [Oj—i-l,oj—l—%}k ifj=i,0<j<n}
o, € [0,k —1] ifj>i

Ezxzample 3.2 Given a 3D torus (n = 3), where k = 5, the set of nodes to which the
node (3,1,0) sends messages from its port d is:

N;l_(<3,1,0)) = {(3,0,0), (3,0,1), (3,0,2), (3,0,3), (3,0,4),
(3,4,0), (3,4,1), (3,4,2), (3,4,3), (3,4,4)}

Figure[2 shows graphically this subset of nodes.

3.1.1 D? and DY values for the node (0y...0, 1)

Applying the same criteria used in [4], we can calculate easily the values of DY and
DP. Basically, given a port, if we only consider one dimension d;, the number of source
or destination nodes in this dimension is % If we consider all dimensions, this value
is multiplied by k raised to the number of dimensions that are routed before or after
d; by DOR routing, for DF and DZ| respectively. That is:

DY (0. .. 0n1)) = D& ({00 ... 0n1)) = %k (1)
DY ((0g. .. 0n_1)) = D% ({05 .. 0n_1)) = %k”—l—i 2)

13



D Node <3,1,0>
Nodes that send messages
X . to node <3,1,0>
Y Z . Nodes that receives messages
from node <83,1,0>
Channels from source nodes
<0,0,0> —

reach node <3,1,0>

Channels from node <3,1,0>
reaches destination nodes

Figure 2: Nodes that send messages to the node (3,1, 0) and reach it through its port
dy and nodes to which the node (3,1,0) sends messages from its port d; .

Sometimes, we will refer to the number of source or destination nodes in one
dimension, regardless of the direction. In this case, we do not include the + or — sign
in the superscript of D, or Dj.

D% ((0g...0n1)) = D% ((00...0n-1)) + D% ((00...0n_1)) =
~ oo (3)

D¥({0g...0n1)) = D% ((09...0n1)) + D% ({0 .. 0n1)) =

—1 . .
Y P Sk = (k= (4)

In other cases we will need to calculate the number of source or destination nodes
for a subset of ports djg ;.

Given a subset of ports dp;, where 0 < i < n, the subset of nodes that send

messages to the node (o ...0,-1) from this subset of ports, Nl ({09 ...0n-1)), is:

NI ((og. . 0n_1)) = N%({0g...0n-1)) UN({0g...0n 1)) U...
U N%1((0g...00-1)) UN%({0g...0,1))

14



Then, the number of nodes that send messages to the node (og...0,_1) from the
subset of ports djp; is:

DI (0000 1)) = DP({op-on 1)) + D00 0, 1)+

+ Dg“l((oo...on,ﬁ)+Dgi((00...0n,1>):
= (k=D + & -Dk'+ -+ (k=D '+ (k- 1k =

= (k—l)ikj: (Zk”l Zk’) B — (5)

In a similar way, we can calculate the number of nodes to which the node
(09 ...0n—1) sends messages from a subset of ports dj,,—1) where 0 < i < n, i.e. the

cardinal of Nj“’"_” ({09 ...0n_1)):

D;l[i’nil] ((OO e On—1>) = Dgz(<00 e 0n—1>) + Dgi+l(<00 e 0n—1>) + ...
+ DY ((0g...0n1) = K" —1 (6)

For a subset of ports d; ;, where 0 <4, j < n and ¢ < j, the subset of nodes that

send messages to the node (0. ..0,-1) from this subset of ports, Nsd[i’“(<00 e Op-1)),
Is: d d d
Ns[i’j](<00 . Op— 1>) N [OJ]<<00...On_1>) —Ns[o’i_l](<00...0n_1>)

Then, the number of nodes that send messages to the node (og...0,_1) from the
subset of ports dj; ;) is:
dji 5) djo,j) djo,i-1]
DS (<00...0n_1>) = DS (<00---0n—1>) —DS (<00...On_1>>
(kj+1 . 1) . (k(i*l)‘i’l . 1) _ kj+1 . kz (7)

On the other hand, the subset of nodes to which the node (o ...0,-1) sends
messages from the subset of ports d; j is:

dp; dfin— dlj+1,n—
N (0. 001)) = N2 ({0g . 0n-1)) = NI (0.0, 1))

Then, the number of nodes to which the node (0. ..0,_1) sends messages from
this subset of ports is:

dij di,nf d] n—
Dy (00 on-1)) = Dg"" ({00 0n-1)) = Dy 1](<Oo +Op-1))
_ (kn—i . 1) . (kn—(j—i-l) _ 1) — i e (F+1) (8)

3.2 Paths that pass through the node (o ...0,-1)

In this section we calculate the number of paths that pass through the node (og ... 0, 1)
for each input—output pair of ports.
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Proposition 3.1 Given a node (og...0,_1), the paths that cross this node from its
input port P to its output port P', where P € d; and P' € d;, 0 <1,j <n are:

—1)? .
(k 1 ) Jon—14i—j ZfZ <j
Rped,—pred; ({00 - - 0n-1)) = (k — 1)8<k —3) Kt odfi=g
0 ifi>7

Proof: If i < j, the routing algorithm DOR permits P — P’ transitions. Then,

the source node of the path could be any member of the set NP({oy...0,_1)), and

the destination node of the path could be any member of the set N2 ({og...0,_1)).

Therefore, the total number of paths that go across the node (og . .. 0,_1) from its input

port P to its output port P’ is obtained by the following product:
E—1 . k-1

red, (k-1
RPGCQ—)P’Edj (<00 e On_1>) = DfediXDg €d; = k'x kn_l_J = u

e ]
2 2 4

On the other hand, for the case i = j, in [4] we show that the number of paths
that cross a node (og . .. 0,_1) from P to P’, if both ports belong to the same dimension
d; and we only consider the source or destination nodes that can be reached using d;,
and £ is odd, is:

Rpea,pred,((00 - .- 0n-1)) = Z i= (k — 1)8(k —3)

If we consider the remaining n — 1 dimensions, the number of paths that cross
the node (og ...0,-1) from P € d; to P’ € d;, when i = j, is:

k—1)(k—3
RPEdiHP/Edj ({00 - .. 0n-1)) = ( 2( )knil

Remember that we are assuming that k is odd and k > 3 and therefore
Rped,—pred,((00--.0n—1)) cannot be less than zero. Note that if & = 3,
Rped,pred; ({00 ... 0n-1)) = 0 and there are not paths between P and P’ crossing
the node (og . ..0,-1).

Finally, if i > j, the routing algorithm does not permit P — P’ transitions and
there are not paths that cross the node from P to P’. O

Sometimes, we need to calculate the number of paths that pass through the node
between the two ports of the same dimension.

Proposition 3.2 Given a node (0g...0,_1), the number of paths that cross this node

from the input port P to the output port P', where P # P' and they both belong to the

same dimension, that is, P, P' € d; are:

(k—1)(k—3)
4

Rdini(<00 e On_1>) = kn—l

16



Proof: The demonstration is trivial in this case. From Proposition 3.1, we obtain:

Ryoq,((00- - 0n1)) = Rgrq-((00. .. 0n1)) + Ry g+ ({00 .. 0n—1)) =

(k =1k =3) s _ (k=1)(k—3)
8 4

= 2% k,n—l

Proposition 3.3 Given a node (0. ..0,_1), the number of paths that cross this node
using the two ports P and P', where P € d;, P' € di, k = 7414, 0 < j,k < n and
1 >0, 1s:

(k—1)(k—=3)k"1 ifi=0
(k —1)? gn—1-i if0<i<n
ifi>n

PATH (i) =

O ==

Proof: Ifi=0, 7 =k and the two ports belong to the same dimension. The number
of paths is obtained from Proposition 3.2}

(k—1)(k —3)

kn—l
4

PATH(0) = Ra;ea,({00 - .. 0p—1)) =

If 0 < i < n, PATH(i) is equal to Rpeq;pred,({00...0n-1)). Then, from
Proposition [3.1k
(k—1)° (k=12 sy (B 1
4 4 4

kn—l—l—j—k —

PATH (i) = gt

Finally, remember that £k =i+ j and 0 < j < k < n. Then, if i > n, either j or
k is out of range and it is not possible that there are paths between d; and d. In this
case, PATH (i) = 0. O

3.3 Optimal port configuration in a nDT torus

As mentioned before, for a nDT torus, there are many ways to configure the ports
of the two cards and therefore the number of possible configurations becomes higher
and higher when the number of dimensions is increased. For example, in a 3DT
torus (two 4-port cards) there are only 10 configurations, whereas in a 5DT torus
(two 6-port cards) and a 7DT torus (two 8-port cards) there are 126 and 1716
configurations, respectively. Due to this, analyzing all configurations for finding the
best is an unaffordable problem.

Hence, we use another method which consists in presenting the configuration
we claim is the optimal and demonstrating that. This configuration is based on that

17



obtained for the particular case of the 3DT torus topology [4]. In that case, the X,
X~ and Yt (or Y™ if k is odd) ports are connected to one card, and the ports Z+,
Z~ and Y~ (or YT if k is odd) ports are connected to the other card. If we replace
X, Y and Z with dy, di and ds, respectively, we can see that the first ports, sorted
by dimension, are connected to one card, whereas the last ports are connected to the
other card. We can generalize this idea for a torus of any number of dimensions.

3.3.1 Defining the optimal configuration Cp.

Definition 3.5 Given two cards with (n + 1)-ports each, the configuration Cpges
allowing to build a nDT torus is defined as follows:

o [/fn is even:

— The ports corresponding to the first 3 dimensions, i.e., the ports belonging
to dimensions from dy to dz_1, are connected to Card0.

— The ports corresponding to the last 3 dimensions, i.e., the ports belonging
to dimensions from d% to d,_1,are connected to Cardl.

e [fn is odd:

— The ports corresponding to the first ”T_l dimensions, i.e., the ports belonging
to dimensions from dy to danlil, are connected to Card0.

— The ports corresponding to the last ”T’l dimensions, i.e., the ports belonging
to dimensions from d%ﬂ to d,_1, are connected to Cardl.

— The two ports of the dimension danl are separated in the two cards. Since
k is odd, the number of paths that cross the internal link is the same,
independently in which card each port is connected. From now on, we assume
that the port d,,_, is connected to Card0 and the port d}_, is connected to

it it
Cardl.
d (12 A1y
( ) ( )\
dg 4 ) dn2 d, ( ) d 1241
dj dhe djy d(Tm)/m
Card0 = Card1 Card0 Card1
d o1 dn1 d (:1-1)/2-1 dnt
CI;/2-1 \_ Y, d:H d(+n-1)/2-1 \_ J d:H
(a)

n is even. (b) n is odd.

Figure 3: Configuration Cg.y for a nDT torus
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Figure [8] shows graphically the configuration Cp.s. Note that the idea is to place
the ports of the same dimension in the same card in order to avoid the crossing of the
internal link connecting both cards. In the case when n is odd, the central dimension
(d nt ) is divided placing each one of the directions in a different card.

3.3.2 Calculating the usage of the internal link considering Cg.g

Given a node, using the configuration Cp.g, the internal link connecting both cards is
used in the following cases:

e If n is odd:
— When a path crosses the node using the dimension danl :
e For all values of n:

— When a path enters in the node using a dimension whose ports are connected
to Card( and leaves the node using a dimension whose ports are connected
to Cardl.

— When the source PFE is connected to the node, but the source PE and the
first dimensions crossed by the path are connected to different cards.

— When the destination PFE is connected to the node, but the destination PF
and the last dimensions crossed by the path are connected to different cards.

Just as in [4], we do not consider paths whose source or destination is a PE of the
node. If a port P is connected to Card0, the paths from or to PE1 cross the internal
link, while if P is connected to Card! the paths from or to PEO cross the internal link.
In the two cases, the number of paths is the same. Then, the total number of paths
that start or end in the node and use the internal link is constant, independently the
configuration used. Moreover, the paths are considered at node level, not at PE level,
since considering the paths at PFE level only multiplies by two the number of reachable
nodes from a port P.

Proposition 3.4 The number of paths that cross a node (oq . . . 0,_1) using the internal
link considering the configuration Cpes 1S:

—1

k7 =)k = 1) ERES a1 G s odd

3

k3 —1)2 if n is even
RcBest = {E ) f
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Proof: We can distinguish the following cases:

e If n is even:

— d[o 5] — d[ﬁ nei]’ the input port belongs to the first % dimensions (from
b 2 2 b

do to dz_y in Card0) and the output port belongs to the last § dimensions

(from dn 14 to d,,—y in Cardl). The number of paths that cross the internal

link is:

9

d[o % -1] B ,n—1]
s 2 XDd 2

Rd[m%—l]ﬁd[%,n—l] (<00 P OTL71>) — D
Applying the expressions () and (6):

n

Rd[(),%—l]*)d[%7n_1](<00 . Op-1)) = (k% — l)x(k% —1) = (k> — 1)2
e If n is odd:

A) d[O,"T_l—l]
do to dur_y in Card0) and the output port is df_, (Card1). The number
2

of paths that cross the internal link is:

— d}_,: the input port belongs to the first 5% dimensions (from
2

d[o,%‘—lfl] dtl;l
Rd[o L—l,l]_“ﬁﬁ (<00 A On,1>) = Dy XDd P
Applying the expressions (@) and (2)):
n—1 k’ —1 no1_n=1
Rd[o,"T*l_l]_)dj’rLlfl (<0(] e OTL—1>) frd (]{j 2 — 1) XTk 7 —
n—1 k - 1 n—1
=k —1)x kT
B) d[(l";l—l] - d[L_l—i-l,n—l]: the input port belongs to the first “3* dimensions

(from dj to d"T*lq in Card0) and the output port belongs to the last ”T_l
dimensions (from dn1 g to dny in Cardl ). The number of paths that cross
the internal link is:

Tongiaa]  rglinm-]
Rd (<00...0n,1>) =D XDd

[0,"7*1—1] Hd["T*l+1,n—1]

Applying the expressions (Bl) and (6):

n—1 n—1

((00 . 0n_1)) = (B"F — 1)x (K7 — 1)

R,

[0,%—171] ﬁd[nT_l+1,n71]

C) d% — d[nT_lJan_l]:
belongs to the last 25! dimensions (from dn1yy to dyy in Cardl). The

number of paths that cross the internal link is:

the input port is d,_, (Card0) and the output port
2

dyy d[
(<00 R 0n—1>) =D, % XDd

"T_lﬂ,nfl]

R,
digil %d["Tfl-s-l,n—l]
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Applying the expressions (I]) and (@):

k—1 n -
Ra, ({00 - 0n-1)) = Tle x (K7 — 1)

= [%ﬂ+1,n,1]

D) d,_, +> d}_,: input and output ports are d,_, (Card0) and d}_, (Card1).

2 2 2 2
From Proposition 3.2, we obtain the number of paths that cross the internal
link:

Ri, o, ({00...0n-1)) = (k —1)(k—3) o1

2 2 4

Therefore, the total number of paths using the internal link considering the
configuration Cpeg; is:

({0g ... 0n1)) +

RCBest = Rd[o @,1] —)d_,;71 (<00 A OTL—1>) + Rd[o L_lil]—}d[nf_lﬁyl nfl]
2 1T 2 5
+ Rd:z—1 —>d["—1+1 1] (<00 ce O”—1>) + RdanlHdanl (<00 s OTL—1>) =
2 T2 LT
n—1 k—1 na n—1 9
= (k7 —1)x k2 +(kz —1)*+
Lo e o+ (k= 1{4(]{_3)1@”1 =
= (k"7 — 1)><(—k;1k"1 (k"7 — 1)+—k;1k"1) +
k—1)(k—
+ ( l( 3) knfl —
n— n k - 1 k -
= W o -1+ L( 3) jnt (9)
We do not simplify the term ﬂﬂknfl to facilitate the calculations in the
next section. O

3.4 Some properties related to PAT H (i)

In this section, we show a set of properties related to PAT H(i). These properties will
be used in the next section to demonstrate the configuration Cg.s; minimizes the use
of the internal link.

Proposition 3.5 Given a node (0y...0,-1) of a nDT torus and two dimensions d;
and d;yx, where 0 < i < i+k < n, and considering that the four ports of the dimensions
d; and d;1 are not connected to the same internal card, then:

o [f the two ports of d; are connected to the same card, and the two ports of d;yy
are connected to the other card, there are AxPAT H (k) paths between the ports of
the dimension d; and the ports of the dimension d; . crossing the internal link.
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e [n other case, there are 2x PAT H (k) paths between the ports of the dimension d;
and the ports of the dimension d;y crossing the internal link.

Proof: If the four ports of d; and d;;; are not connected to only one card, there are
four possible ways of connecting them to the two cards. The Figure 4 shows graphically
the number of paths that cross the internal link in each case.

a) The ports of d; are separated in the two cards and the ports of d;y, are also
separated in the two cards (Figure [(a)]).

b) The ports of d; are separated in the two cards, but the ports of d; ;. are connected

to the same card (Figure [4(b))).

c) The ports of d; . are separated in the two cards, but the ports of d; are connected

to the same card (Figure [4(c)).

d) The ports of d; are connected to one card and the ports of d; . are connected to

the other card (Figure [4(d))).

— ~ — "

e N 4 )
_ . B +
d, d; d;
PATHfIg)_ P A > d Ik
- + d— b PATH(kS "
dig d i+k I | | < d i+k
(S J
(a) The ports of d; and d;, are separated in (b) Only the ports of d; are separated in the
the two cards. two cards.
4 N 4 N
- ( - (. PATH(k L d-
e T S N G
+ Yoacbolbaoe L patHE S
dl __________ s~
PATH(K) .
— \_‘ L+ + 2% | A+
dix [ \ di di CPATH(K) i
@ @ |  ® ®
(c) Only the ports of d; 1, are separated in the (d) The ports of d; are in the same card and
two cards. the ports of d; are in the other card.

Figure 4: Number of paths using the internal link from dimension d; to dimension d; .
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As can be seen, in the last case there are 4x PAT H (k) paths crossing the node
using the internal link, and in the other three cases there are 2x PATH (k) paths
crossing the internal link. O

Proposition 3.6 Let (oy...0,_1) be a node of a nDT torus, built using a port
configuration C, n > 4, n even and C # Cpgest- If no dimension has its ports separated
in the two cards, there are at least 8x PATH(1) paths crossing the node {(og .. .0, 1)
using the internal link.

Proof: If n is even and no dimension has its ports separated in the two cards, the
ports of n/2 dimensions are connected to each card. In the configuration Cp.s the
dimensions are distributed as follow:

do,dq, . .. ,d%_g, d%_l are conneted to Card0

do,dsy1,... dp_2,dn—1 are conneted to Cardl

and therefore there are only two consecutive dimensions (dz=_; and dz) that are
connected to different cards. However, any other distribution of the dimensions causes
that there are at least two dimensions d; and d;, such that the dimensions d;1; and d; 1,
are connected to different cards than d; and d;. This happens in C, due to C # Cpgeq.
Then, from Proposition B3] there are at least 8 x PAT H(1) paths using the internal
link when crossing the node (og . ..0,_1) configured with port configuration C.

O

Proposition 3.7 Let {(og...0,_1) be a node of a nDT torus, built using a port
configuration C, n > 4 and C # Cpges- If there is one dimension or more whose
two ports are separated in the two cards, there are at least 6xPAT H(1) paths using the
internal link for crossing the node.

Proof: Let d; be a dimension whose ports are separated in the two cards. Taking
into account the possible values of s, we distinguish the following cases:

e s = 0. From Proposition 3.5 there are 2x PAT H (1) paths using the internal link
between dy = dy and d;. Besides, depending on the distribution of the remaining
ports:

— If dy is the only dimension whose ports are separated, there are n — 1
consecutive dimensions to be distributed in two sets of ”T_l dimensions.
Then, there is at least one dimension d;, such that d; is connected to C'ard0
and d;,; is connected to Cardl or vice versa. Therefore, from Proposition
there are other 4x PATH (1) paths using the internal link, and so we
have a total of 6x PAT H (1) paths crossing the internal link.

— There is at least another dimension d, whose ports are separated in the two
cards:
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« If r = 1, there are 2x PAT H(1) paths using the internal link between
d, = d; and dy. The remaining n — 2 dimensions are consecutive (from
dy to d,_1) and whatever configuration has at least one dimension d;
such that some of its ports are connected to different card than the
ports of d;y1. Therefore, there are other 2x PAT H (1) paths using the
internal link, and so we have a total of 6x PAT H(1) paths crossing the
internal link.

x If 1 <r <mn—1 there are 2x PATH (1) paths using the internal link
between d,_; and d, and other 2xPAT H(1) paths between d,. and d,. ;.
Thus, we have a total of 6x PAT H (1) paths crossing the internal link.

« If r = n — 1, there are at least 6x PATH (1) using the internal link,
considering the paths between d,_; and d,, and the paths between two
consecutive dimensions of the remaining n — 2 dimensions, as it occurs
when r = 1.

e 0 < s <n—1. From Proposition 3.5, there are 2x PATH (1) paths using the
internal link between d,;_; and ds and other 2x PAT H(1) paths between d; and
dsy1. Then, we must distribute the remaining n — 1 dimensions in two sets of ”T_l
dimensions. We consider two subsets of ports: the first set contains the ports of
s consecutive dimensions (from dy to ds_1) and the second set contains the ports
of (n — 1) — s consecutive dimensions (from dg,; to d,_1). Taking into account
the value of s we can distinguish the following cases:

- 5< ”T_l In this case, (n — 1) — s is greater than ”T_l, so there is at least one
dimension d;, when s < 7 < n — 1, that some of its ports are connected to
different card than the ports of d; ;. Therefore, from Proposition there
are at least another 2x PAT H(1) paths using the internal link.

- 5> ”T_l In this case, s is greater than ”T_l, so there is at least one dimension
d;, when 0 < i < s, that some of its ports are connected to different card
than the ports of d;;;. Therefore, from Proposition there are other
2x PATH(1) paths using the internal link.

—s= "T’l In this case, the two subsets of ports contain ”T’l dimensions. We

can distribute each subset on each card, but this is the same distribution
than Cpgeg, and C # Cpes- In any other distribution there are at least two
consecutive dimension whose ports are connected to different cards, adding
at least other 2x PAT H(1) paths using the internal link from Proposition
3.0

Hence, if 0 < s < n — 1 there are at least 6x PAT H (1) paths using the internal
link.

e If s =n—1, there are at least 6x PAT H (1) paths using the internal link, for the
same reasons than when s = 0.

Then, for all possible values of s, there are at least 6x PAT H (1) paths using the
internal link when crossing the node {0y . ..0,_1) using port configuration C. a
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Proposition 3.8 Let {(oy...0,_1) be a node of a nDT torus, built using a port
configuration C and n > 4. If there is one dimension or more whose two ports are
separated in the two cards, there are at least 2x PAT H (2) paths using the internal link
for crossing a node.

Proof: Let d; be a dimension whose ports are separated in the two cards. On one
hand, if 2 < s < n — 1, the dimension d,_, always exists. On the other hand, the
dimension d,, o always exists if 0 < s < n — 3. Since n > 4, any value of s satisfies
at least one of the previous conditions. Hence, from Proposition there are at least
2x PAT H(2) paths using the internal link between ds_5 and dg or between d; and d .
(I

3.5 Demonstrating that Cp.s is the optimal configuration

In order to demonstrate that Cg.s is the optimal configuration, we show that for any
other configuration the number of paths using the internal link is greater than for the
configuration Cpgeg.

Theorem 3.1 Given a nDT torus, with n > 3 and k > 5, the configuration Cpeg
minimizes the number of paths that cross the internal link.

Proof: We distinguish three different cases:

3DT torus

We studied the use of the internal link in a 3DT torus in [4]. In this paper, we calculated
the number of paths that cross the internal link for all the different 10 configurations,
and we demonstrated that configuration Cp.s; minimizes the use of the internal link,
except when k = 3.

nDT torus, when n is odd and n > 5

We demonstrate that Cg.g is the optimal configuration by reductio ad absurdum. Let
C. be a configuration that minimizes the use of the internal link and C # Cpg.s. Then,
from Propositions 3.7 and [3.8] there are at least 6x PAT H(1) and 2x PAT H(2) paths
using the internal link. Moreover, because n is odd, there is at least one dimension
whose ports are separated in the two cards and there are at least PAT H(0) paths using
the internal link. Hence, the minimum number of paths that cross the internal link in
C, is:

Re, < Re,,.. = PATH(0)+6xPATH(1)+2xPATH(2) =
k—1)(k— E—1)? k—1)2
— ( )( 3)k_n—1+6x( ) k’n_2+2><( ) kn—i’):
4 4 4
k—1)(k— k—1)2

4 4
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If C, minimizes the use of the internal link, then:

Rca < RCBest
Therefore:
Rcamin — Rca < RcBest
Rcamin < RcBest
Rcamin RcBest < O
—1 _ -1 2
(& )4% Dt 1 6k + 2 =L 1 Vs
n—1 1 k—1)(k—3
— ((k2 — Dk = 1)+ ( >4( )k:”‘1> < 0

(k —1)*

(6 +2)x k" (k"= —1)(k"* —1) < 0
kn _ 5kn—1 + kn—2 + kn—?) 1

+ET HET -1 < 0

(K> = 5k* + k+1)

(k= 5)2 + + )™

Since k > 5, ((k —5)k* + k+ 1)

2

n—3
n—1
2

+(k+ 1)k

n—3
n—1
2

+ (k+ 1)k

kn—3

5— and (k + 1)k"z are always positive. The

minimum value for this sum is obtained when £ = 5 and n = 5. Then, the minimum

value is 225 that is greater than 1.

Therefore, we reach a contradiction and the

configuration C, does not minimize the use of the internal link.

nDT torus, when n is even and n > 4

Let Cs be a configuration that minimizes the use of the internal link and C # Cpes:.
Taking into account the number of dimensions whose ports are separated in the two
cards, we can distinguish two cases:
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e Cs,: There is no dimension whose ports are separated in the two cards.

From Proposition 3.6 there are at least 8x PAT H (1) paths using the internal
link. Hence, the minimum number of paths that cross the internal link in Cg, is:

Re,,

< Re

=8xPATH(1) = 2x(k — 1)*k"?

B1mi

If Cg, minimizes the use of the internal link, then:

RC 1 < RCBest

B



Therefore:

Rc/almm < Rcﬂl < RcBest

RCﬁlmm < RCBest
Rc,elmm — RcBESt < 0
o2x(k—1)%"2 = (k2 — 1) < 0
k" — AR 4 2k" 2 42k —1 < 0
(k* — 4k +2)k" 242k -1 < 0
(k =4k +2)E"2+2k> -1 < 0
(k =4k +2)E" 242k < 1

Since k > 5, ((k—4)k+2)k""2 and 2k are always positive. The minimum value
for this sum is obtained when k£ = 5 and n = 4. Then, the minimum value is 225
that is greater than 1. Therefore, we reach a contradiction and the configuration
Cp, does not minimize the use of the internal link.

e Cs,: There are two or more dimensions whose ports are separated in
the two cards. From Propositions 3.7 and B.8 there are at least 6x PAT H (1)
and 2x PAT H(2) paths using the internal link. Hence, the minimum number of
paths that cross the internal link in Cg, is:

Re, < Re,,, = G6xPATH(1)+2xPATH(2)=

(k — 1)? k—1)?
v k=17

= 6X k”‘2+2><( k3 =

k—1)2
= (6k+2)x%k”3

If Cs, minimizes the use of the internal link, then:

RC 2 < RCBest

3
Therefore:

RCBQmin S RC[?Q < RcBest

AN

=
)
o

Rcﬁgmin
RCBQmin - RcBest < O

—-1)2 n
(6]{;+2)X¥kn—3_(k2_1)2 < 0
n __ n—1 n—2 n—3 "

i ok zk Tk +2k2—-1 < 0

n—3

(k* -5k + k+1) +2k2—1 < 0

n—3 "
+2k2 -1 < 0

n—3

((k—5)k2+k+1)k

(k—=5)k*+k+1) +2k2 < 1
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Since k > 5, ((k—5)k* +k + 1)~ and 2k? are always positive. The minimum
value for this sum is obtained when £ = 5 and n = 4. Then, the minimum
value is 65 that is greater than 1. Therefore, we reach a contradiction and the
configuration Cg, does not minimize the use of the internal link.

Neither C,, nor Cs, nor Cg, minimize the use of internal link. Then, Cpes
minimizes the number of paths crossing the internal link and Cp.s is the optimal
configuration when & > 5. A similar study can be developed to demonstrate that
configuration Cpges is the best configuration starting from the initial hypothesis that
k > 3 instead k > 5, but we have preferred to not show this study because is larger and
more tedious than the present study. In any case, configuration Cp. is the optimal
configuration for nDT torus when k = 3, except when n = 3, as we were shown in [4].
O

4 Routing in nDT torus

The routing algorithm is the mechanism that determines the path selected by a message
to reach its destination. In many cases, some situations can difficult the routing, like
deadlock, livelock or starvation. Specifically, the deadlock is an inherent problem in
k-ary n-cubes. This problem is even more important in a nDT torus because the
internal link is shared by all dimensions of the nDT torus.

In [4], we presented a study about how the deadlock appears in the 3DT torus
topology and explained how to avoid it using virtual channels [9] or the bubble flow
control mechanism [6]. Basically, in a nDT torus that uses the configuration Cp,y, the
deadlock occurs for the same reasons that in the 3DT torus. It is easy to extend the
DOR routing algorithm presented in [4] to route the packets and to avoid deadlock in
nDT torus.

In this section, we present the DOR routing algorithm (Dimension Order
Routing) adapted for nDT topology (Section[d]). Then, we show a brief description of
deadlock in the nDT torus (Section L.2]) and finally, we explain how to avoid deadlock
in Section .3

4.1 DOR routing algorithm adapted for nDT torus topology

DOR routing is commonly used in a k-ary n-cube because it is a very simple routing
algorithm. Basically, a message is routed by the n dimensions following an ascending
(or descending) strict order. If a node is identified by a n-tuple {0y . ..0,-1), a message
needing to use all the dimensions is first routed through dimension 0, after that it is
routed through dimension 1, and so on until reaching the dimension n — 1.

For a nDT torus topology, each PE needs an identifier composed of n digits,
one digit for each dimension, and another digit to identify the PE inside the node.
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First, a message crosses the n dimensions as needed. In this case, if the message has
reached the destination node, it checks if the message is destined to the current PE or
the neighbor PFE, routing the message to the NIC or the internal link, respectively.
Finally, we check if the output link belongs to the current card. Otherwise, the selected
output port will be the internal link.

In Algorithm [Ilwe can see the pseudo-code of the DOR routing algorithm adapted
for the nDT torus. The function ringDirection() (Algorithm [2) is used for DOR routing
to determine the output direction in any ring.

Algorithm 1 DOR routing algorithm for a nDT torus.
Require: current PE (op ... 0,-1|pe), destination PE (of. ..ol _,|pe’)
Return: output port p
if oy # o}, then
p = ringDirection(oy, of)
else if 0, # o} then
p = ringDirection(oq, 0})

else if 0, 1 # 0,1 then
p = ringDirection(0,-1,0,,_;)
else if pe # pe’ then
p = internal_link
else
p=NIC
. end if
: if pe LINKS(pe) then
return p
. else
return internal link

. end if

e e T e T e T s T o T S
NPT R w2

Algorithm 2 ringDirection() function.

Require: current digit o;, destination digit o}
Return: output port (df, d;) //0<i<n

1: aux = (0; — o;)mod k;
2: if aux > k;/2 then

3 aux = auxr — k;

4: end if

5: if aux > 0 then

6: return d;

7: else

8: return d;

9: end if
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4.2

Analysing the deadlock in nDT torus

Most of the deterministic routing algorithms base their deadlock-freedom on the
channel dependency graph. A routing algorithm is deadlock free if there are no cycles
in its channel dependency graph [9]. As it happens in the 3DT torus, new cycles appear
on the nDT torus network because a message can use the internal link regardless of
the dimension where it is traveling.

If we analyze in detail the use of the internal link, we can distinguish 3 cases

(Figure [l), depending on the destination of the message after using the internal link:

1.-

30

The message uses the internal link to be injected in a dimension d;, and i # ”T_l

when n is odd (d; is not the dimension whose ports are separated in the two

cards). In Figure [fl we can see how a message that arrives from port d;, and

another message that arrives from port d, , , and both messages must use the
2

internal link to be injected in dimension dn_1_, (red dotted line).

The destination of the message is the PE connected to the other card in the node.

In this case, the message can arrive at the node from any link of the current card
(blue dotted line).

The message uses the internal link as a part of the dimension d% . The message
can cross the dnT—l before using the internal link or can be injected from another
dimension. Note that when n is even, no dimension has its ports separated in the
two cards, and there are not messages if this type crossing the internal link. In
Figure Bl we can see a message that arrives from the port dg, as well as a message
that crosses the dimension dnT—l, must use the internal link to exit the node from

the d,_, port (yellow dotted line).
2

dpne |7 (3817, | dinne
7 . )
o L= /Ll
0‘--------.-:-|-|--------|-- (n-1)/2+1
dB' d(;-1)/2+1
Card0 == Card1 .
d(;1-1)/2-1 “IIIIIIIIIIIIIIII;d;-1
dn1y-1 E ) L drs
S @
. @ @ |

Figure 5: Possible uses of the internal link.



Then, we have identified two possible types of cycles in which the internal link is
involved:

A.- Several messages use the internal link as part of the ring of dimension danl.
Without mechanisms to avoid deadlock, it can appear in any ring of a k-ary
n-cube. This type of cycle is caused by the traffic of type 3. Example [4.1] shows
in more detail a situation in which a deadlock appears due to this reason.

B.- Several messages use along their paths several internal links to be injected in a
new dimension and also to reach the destination PE. This type of cycle appears
due to the type of traffic 1 and 2. Example shows in more detail a situation
in which a deadlock appears due to this reason.

Example 4.1 Given a nDT torus network, with two nodes in dimension danl and the
nodes using the configuration Cges, and considering that:

o The PE (01,...,0n-1_1,0,0n-1,4,...,0,_1] 0) sends a message to the PE
2 2
(01,...0n-1_4,1,0n-1,4,...,0n-1| 0), and vice versa.
2 2

o The PE (01,...,0n-1_1,0,0n-1,4,...,0,_1] 1) sends a message to the PE
2 2
(01,...,0n-1_1,1,0n-1 4,...,0,1] 1), and vice versa.
2 2

there exist cycles and deadlock can appear in the network. In Figure [ we can see
graphically this situation.

d (;-1 )2 d (n-1)12
s N e B
— 'd - Ve
do d(n-1)/2+1 . - d1—|}
: CardO_I + Lar
dJ(rn-1)/2»1 J dn
7%= N Q
¥
.& @ FED)
= ( d‘( — \ ) —
d(n-1)/2+1 do
s [Card1 . Card0
dnt din-1y2-1 =
\ \
A J S _ J
dn1y2 d 12
<oo,...,o(,,_:,_1,0,0(,;)+1,...,q1_1> <o°,...,o(,,%)_1,1,om%)n,...,q‘_;

Figure 6: Possible deadlock due to the use of the internal link as a part of the
Y -dimension ring.
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Example 4.2 Given a nDT torus network of any size and nodes using configuration
D, and considering that:

e The PE (oo, ...,0n-1| 1) sends a message to the PE (0o +1,...,0,-1 + 1| 0).
e The PE (0o +1,...,0,-1 4+ 1| 1) sends a message to the PE oy, ...,0,-1| 0).

there exist cycles and deadlock can appear in the network. In Figure [1 we can see
graphically this situation.

I d(;-w)/z <°0+1""’°n-1> d(;-n/z
—Iﬁ >
_ . - .
do Cardo ds do Cardo ds
/—
dnt Farcﬁ dn g dns F}artﬁ dn1
— N
<00 ;-.-son_1> d(‘fm)/2 d:n—1)/2
dinn <0y+1 s 1> e
SR B ) IR
- gr - .
do Cardo ) Cardo—l s
J /7
5
dn W1 dos dos Farch dn
<°0 ""’on-1+-I >1d (+n-1)/2 d (+n-1)/2

Figure 7: Possible deadlock due to the use of the internal link to change between
dimensions and to reach the destination PFE.

4.3 Deadlock-avoidance in nDT torus topologies

Once we know how the cycles are produced, now we proceed to their elimination. As
mentioned above, new cycles appear in the network because all the dimensions use the
internal link. To avoid deadlock, it is necessary to separate in different channels the
three types of messages that uses the internal link. Then, we need at least three virtual
channels. One virtual channel is used to route the messages destined to the neighbor
PE. A second virtual channel is used to route the messages whose input and output
ports belong to different dimension and different cards. Finally, when n is odd, a third
virtual channel is used for the messages that are traveling in dimension danl if the
network employs the bubble flow control mechanism [6] to avoid deadlock. If virtual
channels [9] are employed, two virtual channels are necessary instead of one for this
type of messages.
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Algorithm 3 Modified DOR to avoid deadlock using virtual channels and conf. Cg.;.
Require: current PE (op ... 0,-1|pe), destination PE (o . ..ol _,|pe’)
Return: output port p, virtual channel vc

1: if o # o) then

2:  p=ringDirection(o, 0f)
3: else if 0, # o) then

4:  p = ringDirection(oy,0})
o: e

6: else if 0, 1 # 0,1 then

7. p=ringDirection(0,-1,0,,_;)
8: else if pe # pe’ then

9:  p=1nternal_link

10:  wve=3 °// type 2.
11: else

122 p=NIC

13: end if

14: if p ¢ LINKS(pe) ¢ then
15 ifpé dnTA then

16: ve=0 // type 1.
17 else if vce = Up_Links then
18: ve=1 // type 3.
19:  else

20: ve =2 // type 3.
21:  end if

22:  p =1nternal link

23: end if

So two, three or four virtual channels, depending on the chosen mechanism and
the number of dimensions, are required in internal link to avoid deadlock. Also, if the
nDT torus uses the configuration Cpg.s, the number of required virtual channels are
always the same, independently the values of n and k. If we use another configuration
to build the nDT torus, new cycles always appear in the channel dependency graph,
increasing the number of virtual channels to avoid deadlock.

Adding the virtual channel selection implemented in both versions of DOR
algorithm for 3DT torus to the DOR algorithm presented in Section 4.1 we obtain a
routing algorithm that ensures the deadlock freedom in the network. We only show the
DOR algorithm that uses virtual channels to avoid deadlock, but we can implement in
a similar way the algorithm to avoid deadlock using the bubble flow control mechanism.

Algorithm [3] and Ml show the modifications realized in the routing algorithm and
ringDirection() function, respectively, when n is odd.

°If n is even, ve = Up_ Links.
If n is even, it is not necessary to check the port p. In this case, when p ¢ LINKS(pe),
ve = Low _Links.
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Algorithm 4 Modified ringDirection() function to avoid deadlock using virtual
channels and configuration Cpgeg;.

Require: current digit o;, destination digit o/
Return: output port (d;, d;), virtual channel ve // 0<i<n
aux = (0; — 0;)mod k;
if auz > k/2 then
auxr = auxr — k;
end if
if aur > 0 then

end if
if o} > o0; then
ve =Up_Links
. else
ve = Low _Links

. end if

e e e
el
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