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Abstract. Both QoS support and congestion management techniques
have become essential for achieving good performance in current high-
speed interconnection networks. However, traditional techniques pro-
posed for both issues require too many resources for being implemented.
In this paper we propose a new switch architecture that efficiently uses
the same resources to offer both congestion management and QoS provi-
sion. It is as effective as previous proposals, but much more cost-effective.

1 Introduction

High-speed interconnection networks have become a major issue on the design
of computing and communication systems, including systems for parallel com-
puting, since they provide the low-latency and high-throughput demanded by
parallel applications. The proliferation of systems based on high-speed networks
has increased the researchers’ interest on developing techniques for improving
the performance of such networks. Moreover, due to the increase in network
components’ cost and power consumption, it is nowadays very important to pro-
pose efficient and cost-effective techniques, trying to use a minimum number of
network resources while keeping network performance as high as possible.

For instance, many techniques have been proposed for solving the problem
of network performance degradation during congested situations. Congestion is
related to the appearance of Head-Of-Line (HOL) blocking, which happens when
a packet at the head of a queue blocks3, preventing other packets in the same
queue from advancing, even if they request available resources. This may cause
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grant PBC-05-005; and by the Spanish State Secretariat of Education and Uni-
versities under FPU grant.

3 We are considering lossless networks like InfiniBand, Quadrics, or Myrinet.



that data flows not contributing to congestion advance at the same speed as
congested flows, thereby degrading network performance.

However, although congestion (and HOL bocking) in interconnection net-
works is a well-known phenomenon, efficient congestion management mecha-
nisms in modern high-speed networks are very rare. On the one hand, tradi-
tional, simple solutions are not suitable for modern interconnects. For instance,
network overdimensioning is not currently feasible due to cost and power con-
sumption constraints. On the other hand, more elaborated techniques that have
been specifically proposed for solving the problems related to congestion have
not been really efficient until very recently.

Another way for improving network performance, from an application point
of view, is to use techniques for providing Quality of Service (QoS). If commu-
nication services must be provided for several types of applications, the QoS
consists in guaranteeing a minimum performance to each application, regardless
the behavior of the rest of traffic classes. For instance, if we want to guarantee a
minimum bandwidth to each traffic class, this minimum must be provided even
if there are sources injecting more traffic than they are allowed to.

The usual solution for this problem is to provide a separate virtual channel
(VC) for each traffic class. These VCs also provide separate domains of flow
control, i.e. there is a separate credit counter for each VC. In this way, two
objectives are achieved: firstly, there is no HOL blocking between traffic classes.
Secondly, a single traffic class cannot take all the buffer space available, so buffer
hogging is avoided. In this way, the performance of different traffic classes only
depends on the scheduling and on the amount of injected traffic.

In this paper, we present an efficient and integrated solution for both con-
gestion management and QoS provision problems. We propose a new switch
architecture without VCs in which the buffers are managed with a novel conges-
tion management technique: RECN (Regional Explicit Congestion Notification)
[1]. Moreover, we add QoS-awareness to this scheme, so as to consider, not only
congestion management, but also QoS requirements. The main benefit of this
architecture is that it uses the same set of resources for both purposes: conges-
tion management and QoS provision, thus, requiring a lower number of resources
than previous proposals.

The rest of the paper is organized as follows. In the following two sections we
briefly review proposals for congestion management and QoS. Next, in Section
4, the proposed switch architecture is explained in detail. Section 5 shows an
evaluation of the new proposal, based on simulation results. Finally, in Section
6, some conclusions are drawn.

2 Congestion Management

Traditionally, Virtual Output Queues (VOQs) [2] was considered the most effec-
tive way to face congestion. In this case, there are at each port as many queues
as end-nodes in the network, and any incoming packet is stored in the queue
assigned to its destination, thereby avoiding HOL blocking between packets ad-



dressed to different destinations. However, although this scheme is very effective,
it is not efficient (and even not feasible for medium or large networks) since it re-
quires a considerable number of queues at each switch port, and the silicon area
required for implementing such number of buffers strongly increases the cost. A
variation of VOQ uses as many queues at each port as output ports in a switch
[3], reducing so queue requirements. However, this scheme does not completely
eliminate HOL blocking since only switch-level HOL blocking is eliminated.

In contrast to these techniques, RECN [1] completely eliminates HOL block-
ing while requiring a small number of resources independently of network size,
being so a really efficient, scalable and cost-effective technique. Specifically, in or-
der to avoid HOL blocking between congested and non-congested flows, RECN
identifies congested flows and puts them in special, dynamically-assigned set
aside queues (SAQs).

RECN assumes that packets from non-congested flows can be mixed in the
same buffer without producing significant HOL blocking. While standard queues
will store non-congested packets, SAQs are dynamically allocated for storing
packets passing through a specific congested point. SAQs can be dynamically
deallocated when not necessary. Every set of SAQs is controlled by means of
a CAM (Content Addressable Memory), in such a way that each CAM line
contains information for managing an associated SAQ, including the information
required for addressing a congested point.

In this sense, RECN addresses network points by means of the routing in-
formation included in packet headers, assuming that source routing is used. For
instance, Advanced Switching [4] (AS) packet headers include a turnpool made
up of 31 bits, which contains all the turns (offset from the input port to the out-
put port) for every switch in a route. Therefore, CAM lines include turnpools
which can be compared with the turnpool of any packet, in order to know if
it will pass through the congested point associated to that SAQ. In this way,
congested packets can be easily detected. A more detailed description of RECN
can be found in [1].

3 QoS Support in Interconnection Networks

In modern interconnection technologies, like InfiniBand or PCI AS, the obvious
strategy to provide QoS support consists in providing each traffic class (service
level, SL) with a separate VC. This increases switch complexity and required
silicon area and, therefore, very few final implementations provide all the VCs
proposed in specifications4.

In order to alleviate this problem some techniques have been proposed that
reduce the number of VCs while keeping QoS guarantees. For instance, in [5], a
technique for providing full QoS support with only two VCs was proposed. The
key idea is that traffic has already been scheduled by the network interfaces.

4 Note that proposals requiring many VCs could be considered if external DRAM
is available for implementing the buffers. However, in this case, the low latencies
demanded by QoS-requiring traffic could not be provided.



Therefore, there is information regarding the priority of these packets implicit in
the order and proportions of packets leaving the end-nodes. For instance, if the
end-nodes implement a Weighted Round-Robin [6] policy, packets are injected
in the proportions that are configured at the scheduler.

In [7] this technique was combined with RECN by duplicating all the RECN
queue structures in two VCs, in order to obtain a switch architecture offering
QoS provision and congestion management at the same time.

However, we think that it is possible to achieve full QoS provision in an even
more cost-effective, efficient way. Specifically, we propose in this paper a switch
architecture that improves the basic RECN mechanism so it can also provide QoS
guarantees without introducing additional VCs or queues. The newly proposed
architecture takes into account the clear parallelism between the tasks performed
by RECN and the use of VCs for QoS provision. Our proposal exploits the RECN
queue structure from a new, original approach that efficiently uses these resources
for managing congestion while providing QoS at the same time. The benefits of
the proposal are obvious since these two important issues on interconnect design
would be afforded by a single and very efficient architecture.

4 New Proposal for QoS Provision and Congestion

Management

The switch organization that we propose consists of a combination of input and
output buffering, which is a usual design for this kind of switches. Note that all
the switch components are intended to be implemented in a single chip. This is
necessary in order to offer the low cut-through latencies demanded by current
applications.

(a) Input port organization (b) Output port organization

Fig. 1. Input and output ports logical organization.

The queue organization of an input port can be seen at Figure 1 (a). This
is the standard scheme for a RECN input port, so there are as many detection
queues as output ports (8 in this case5) for storing non-congested packets, and

5 We assume for the sake of simplicity 8 port switches. Anyway, architectures with a
different number of ports could be easily deducted.



a group of SAQs (the typical number of SAQs per group is 8 or less) for storing
congested packets. The use of these queues will be discussed later. A CAM is
required at each input or output port in order to manage the set of SAQs. The
organization of the CAM can be seen in Figure 2 (b). Each CAM line contains all
the fields defined by RECN, plus a new field for storing the SL the corresponding
SAQ is assigned to.

(a) Bandwidth counter (b) CAM organization

Fig. 2. CAMs and bandwidth counters.

Figure 1 (b) shows the organization of output ports. In this case detection
queues are not necessary, and a unique standard queue is used for storing non-
congested packets. Following also the RECN scheme for output ports, a set of
SAQs (8) is also used at the output port. In addition to this RECN queue struc-
ture, our proposal introduces at the output ports a set of bandwidth counters,
one per SL. These counters must dynamically compute the difference between
the reserved bandwidth and the current bandwidth consumption, and they will
be used for two purposes: firstly, to perform deficit round-robin scheduling at
the switches and secondly, for congestion detection (both issues will be detailed
in the following subsections).

The bandwidth counters’ structure can be seen at Figure 2 (a). Basically,
their behavior is the following: each time a block of 64 bytes from a packet6 is
scheduled to cross towards the output port, the bandwidth counter correspond-
ing to the packet SL is increased by 1. We have assumed a 8-bit register for
implementing the bandwidth counter, so its range of values is from -8 kbytes to
8 kbytes7. On the other hand, the same register must be automatically decre-
mented at a rate that matches the bandwidth we want to guarantee to the
corresponding SL. For instance, if 128 Mbytes/s have been guaranteed to the SL
and the internal clock is 100 MHz, the bandwidth counter must be decreased by
one every 50 cycles. This decrease is implemented by configuring the “Allocated
BW” register with the appropriate number of cycles. When the cycle counter
matches the configured cycles, the bandwidth counter register is decreased by

6 The unit used in our counter is 64 bytes because in PCI AS each credit is 64 bytes
and, thus, packets come in 64-byte increments.

7 These values are adequate to monitor instantaneous traffic behavior.



one and the cycle counter is reset. All these operations effectively allow to mea-
sure the difference between reserved and consumed bandwidth, while they are
simple and do not introduce significant delay or require much silicon area.

4.1 Switch Scheduler

The switch scheduler implements a deficit round-robin (DRR) algorithm based
on the bandwidth counters’ information. This algorithm consists in giving pri-
ority to flows that are consuming less bandwidth than the amount reserved for
them. Following this scheduling, for each packet ready to cross the crossbar, the
scheduler checks the value of the bandwidth counter corresponding to the out-
put port and the SL of the packet. Afterwards, packets are served in the order
of these registers, first packets with the smallest values and later packets with
higher values.

The scheduler needs another feature compared to a typical one. Specifically,
our scheduler requires to know whether a packet is going to be stored in an
output port SAQ or in the standard queue. This is calculated by comparing the
turnpool of the packet with the routing and SL information at the CAM. In the
case of matching, packets can only be selected if the SAQ is not filled over a
certain threshold. By applying this rule, buffer hogging is prevented.

Moreover, the scheduler does not specially treat packets coming from SAQs.
However, if such packets are contributing to congestion, the corresponding band-
width counter will have a high value and they will be penalized by the DRR
algorithm. On the other hand, if the packets are no longer contributing to con-
gestion, the corresponding bandwidth counter will have a small value and they
will achieve a high priority. This effect contributes to empty unnecessary SAQs
as soon as possible, thereby allowing the deallocation of these SAQs (SAQs must
be empty for being dellocated).

4.2 Congestion Management

RECN detects congestion both at input or output ports of switches, always by
measuring the number of packets stored in the queues. Our new proposal also
detects congestion at input and output ports, but in this case these detections
do not depend only on queue occupancy. Specifically, in the new proposal, input
detections happen when a detection queue at an input port fills (in terms of
stored information) over a certain threshold and the value of the bandwidth
counter associated to the last received packet SL at the requested output port is
over another threshold. The actions to take after a congestion detection at the
input port are: first, a SAQ associated to the appropriate SL and with turnpool
equal to the output port is allocated at the input port, and, in addition to this,
another SAQ, with empty turnpool but associated to the SL is allocated at the
corresponding output port. These SAQs with empty turnpool (not considered
in original RECN) will store any packet belonging to the associated SL. This
is necessary in order to avoid that packets from a single SL completely fill an
output buffer.



On the other hand, the conditions for a detection of congestion at an output
port are similar. If the arrival of a packet from an input port causes occupancy
of the standard queue at this output port to be over a certain threshold and the
bandwidth counter of the packet SL is over another threshold, then the detection
of congestion takes place. The actions after an output detection are the same as
in an input detection: allocation of two SAQs, one at the input port and another
with empty turnpool (but associated to the SL) at the output port.

If congestion persists and SAQs start to fill over a certain threshold (known as
the propagation level), then information about the corresponding turnpool and
SL is propagated backwards the congestion flow, in order to allocate new SAQs
for storing packets belonging to this flow wherever these packets are. In the case
of propagation from a SAQ at an output port, SAQs are allocated at the input
ports that cause the overflow of the output port SAQ. Of course, these input
SAQs will have an associated turnpool with one more hop than the output SAQ.
SAQs with empty turnpools (only allocated at output ports) may also produce
the allocation of SAQs at the input ports, that in this case will have a one-hop
turnpool.

If SAQs at input ports fill over the propagation level, a control packet is sent
to the preceding switch. This packet includes the turnpool and service level asso-
ciated to the filled input SAQ, in order to also have an allocated SAQ associated
to this information at the receiving output port.

In this way, there will be SAQs at any point where they are necessary in
order to store congested packets, thereby eliminating HOL blocking. SAQs can
be deallocated when they are not necessary for eliminating HOL blocking at the
point where they are allocated. The conditions for SAQ deallocation are exactly
the same as in RECN [1].

On the other hand, all the thresholds and propagation levels are constant in
the system, and we assume they are properly set up by the network administrator
during the configuration phase of the different devices. In our experiments, we
have used a set of values obtained after exhaustive tuning which are optimal for
a variety of networks designs.

4.3 QoS Provision

In order to provide QoS guarantees, each traffic class is assigned a percentage of
link bandwidth. For instance, if there are four traffic classes, each one could be
assigned 25%. The total assigned bandwidth must not exceed the bandwidth of
any link. At the end-nodes, we assume a traditional DRR implementation with
a VC per traffic class, which is something feasible in these devices.

Provided that end-nodes implement this QoS policy, and as long as there is no
contention, we have observed that packets pass through the switches in the same
proportions as they are injected into the network. The reason is that the switches
do not introduce any significant delay when links are not oversubscribed.

However, since there is no admission control, it may happen that any link
of the network becomes oversubscribed. In this situation, congestion appears



because at this point, one or more traffic classes introduce more traffic than
their assignation.

A traditional congestion management technique would penalize all traffic re-
gardless of their traffic class. From this point of view, all packets are equally
contributing to congestion. However, with the bandwidth counters we have pro-
posed and the switch scheduler we have presented before, only traffic classes
injecting more than their allowance are penalized. Note that any traffic class
can inject additional traffic if there is unused bandwidth. Therefore, problems
only arise as a consequence of oversubscribed links.

Therefore, QoS guarantees are achieved in the sense that if traffic from a class
is injected up to its allowed bandwidth, it will achieve maximum throughput
and experience short delay. The scheme proposed for QoS provision uses the
same resources provided for congestion management. Therefore, we can offer a
satisfactory solution for both problems, as we will confirm in the next section.

5 Simulation Results

In this section, we show the advantages of our architecture using two different
tests. In the first one we have static congestion and we show that our proposal,
although not using VCs, is able to isolate and guarantee bandwidth of several
traffic classes. The second test shows that our proposal is also efficient when
traffic conditions are dynamic and hot-spots appear and disappear quickly.

5.1 Hot-spot Scenario

For this scenario we have considered a multi-stage interconnection network (MIN)
with 64 end-nodes. In this network, there is uniform traffic belonging to four ser-
vice levels. However, during a small period of time, there is a sudden burst of
traffic towards a hot-spot coming from a single SL. Without loss of generality,
we will assume that this hot-spot is the node 5 and the SL 1. In this way, in
addition to the uniform traffic, 33% of the interfaces start injecting traffic of SL
1 towards end-node 5.

In Figure 3 we can see throughput and latency results for the four afore-
mentioned SLs, and for three different architectures: classic VOQ at switch level
without VCs; classic VOQ at network level and also a VC per traffic class; and
our RECN+QoS proposal.

Performance is very poor when using the VOQ-switch case since all traffic
classes that do not generate congestion are penalized. The VOQ-net architecture
offers very good performance since all the traffic classes and destinations are
completely isolated, but is a very expensive solution8. When using our proposal,
we can see that the traffic classes that are not producing congestion are only
marginally affected by the hot-spot, even though they are not separated from
the congested traffic class by VCs.

8 In the evaluated architecture, there are 4 × 64 = 256 queues per port, one for each
destination/SL combination.
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Fig. 3. Results for hot-spot scenario.

From this test, we can conclude that our proposal is able to guarantee band-
width to several traffic classes, even if there is another traffic class generating a
hot-spot.

5.2 Multimedia Traffic Scenario

In this scenario, we have also considered 64 end-nodes connected through a MIN,
but now we assume that sources transmit MPEG-4 video sequences. There are
four classes of sequences, each with a guaranteed 25% of the throughput. The
video sequences consist of frames, each with a size ranging from a few Kbytes
up to 150 Kbytes. These frames are produced each 40 milliseconds for every
sequence. Note that many of these trasmissions are held in parallel.

The bursty nature of video transmission produces a lot of congestion and an
efficient network architecture is necessary to obtain the maximum throughput.
Note that many hot-spots appear and vanish over time. Moreover, congestion
may originate at the middle of the network, instead of at an end-node.

For this test, we have considered an additional switch architecture, based on
having one VC per traffic class, and each VC is further divided in VOQs at the
switch level. This will be noted in the figures as VOQ-sw 4VC.
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Fig. 4. Performance in video transmission scenario.

We can see at Figure 4 two types of latency results. At the left, we have
typical per packet latency. At the right, we have latency of whole video frames,
made up of several packets. Note that this is the value that counts from the
application point of view.

Regarding individual packets latency, the best results are for the VOQ-net

architecture, with the RECN+QoS architecture very close. The other cases are
not able to handle properly the bursts of packets.

If we look at frame’s latency, the best results are for our RECN+QoS archi-
tecture, even better than the VOQ-net case. The reason is that our RECN+QoS

proposal is able to cope better with congestion at any point in the network,
while VOQs are designed to handle congested end-nodes. As a consequence,
large bursts of packets (like big video frames) progress faster, and hence the
better frame-level latency results.

6 Conclusions

Current high-speed interconnection networks demand adequate QoS support and
congestion management techniques for achieving good network performance. In
this paper we propose a new switch architecture able to face the challenges of
congestion management and, at the same time, QoS provision, while being more
cost-effective than other proposals, since it uses the same resources for both
purposes.

Results have shown that, by means of affordable mechanisms and techniques,
we can manage the buffer space and the queues in a very efficient way for ad-
dressing our goals. Without VCs and with just some additional queues per port,
we can guarantee QoS while eliminating congestion.
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