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ABSTRACT
Modern high-performance interconnection networks im-
plement mechanisms for obtaining explicit topology infor-
mation. One of these mechanisms is based on a host that
explores the network in a centralized way, using “scouting”
messages, for discovering the network topology. In this pa-
per, we analyze the risk of deadlock due to such centralized
mapping processes in a source-routing network, also eval-
uating the probability of deadlock configurations and the
impact of those deadlocks on network performance.
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1 Introduction

A key issue for the performance of switch-based intercon-
nection networks is the technique used to route the pack-
ets. In these networks, packets must follow specific paths,
crossing several point-to-point links and switches to travel
from their source host to their destination.

Many routing algorithms have been proposed for es-
tablishing the paths packets should follow in switch-based
networks [1, 2, 3]. A desirable feature in these algorithms
is to guarantee deadlock freedom. This property assures
that packets will not be blocked forever in the network.
Usually, deadlock freedom is achieved by imposing rout-
ing restrictions [4, 5]. So, for every source-destination pair,
only a subset of all the possible paths is allowed. The im-
plementation of routing criteria and restrictions varies de-
pending on the network characteristics. In networks with
distributed routing, switches make routing decisions, but
if source routing is used, these decisions are made by the
hosts [6]. In the last case, the source host determines every
output channel of the route and each switch must only for-
ward the packet to the port indicated by its header. There-
fore, hosts need information about the network topology.
For regular networks, it is not needed much information
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because the topology is defined by the connection pattern
and dimensions of the network, but in the case of irregular
networks, an explicit knowledge of the topology is needed.

Most modern high-performance interconnection net-
works are switch-based irregular networks. So, the mech-
anism used to obtain topology information becomes an
essential matter in their design. In fact, some of the
most popular high-performance networks implement “self-
configuration” (or reconfiguration) mechanisms [6, 7, 8].
In these cases, the network can detect its own topology
without external help and uses this information to com-
pute, according to some algorithm, the routes that guaran-
tee the proper routing of packets. So, the “auto-detection”
mechanism is the initial phase of reconfiguration processes.
Specifically, we have analyzed an auto-detection mecha-
nism proposed for source-routing networks with “dumb”
switches that was implemented in Myrinet [6, 9]. When
this mechanism is used, the topology is detected by means
of centralized mapping processes. Such processes are
based on control messages that explore the whole network.
We have found that this mapping may cause deadlock con-
figurations because “scouting” messages are not subject to
the routing restrictions imposed to user traffic.

In this paper, we explain how deadlock may occur due
to centralized mapping processes. We present simulation-
based results that show the probability of deadlock for dif-
ferent network sizes and traffic loads. We also present re-
sults showing the impact of deadlocks on the network per-
formance when deadlock recovery techniques are used for
“breaking” those deadlocks. The rest of the paper is or-
ganized as follows: In Section 2 we review the basics of
centralized mapping mechanisms. In Section 3 we explain
why deadlock configurations are possible during the map-
ping process and the consequences of such deadlocks. The
simulation methodology and results are presented in Sec-
tion 4. Finally, some conclusions are given in Section 5.

2 Centralized Mapping Mechanism

Although the mapping mechanism described in the fol-
lowing paragraphs was proposed for being implemented



on Myrinet networks [6], it could be used on any net-
work with similar characteristics. So, we assume that
the mapping mechanism will be applied in a network that
uses source routing, wormhole switching [4] and “dumb”
switches (they have neither processors nor routing tables).
We also assume that the topology of the network can be
irregular and may change at any time, so the routing ta-
bles can not be generated1 (or updated) without detailed in-
formation about the specific network topology. Therefore,
some mechanism is needed for discovering the topology
when required. To do that, a centralized mapping mecha-
nism based on scouting messages can be implemented.

The mapping mechanism is centralized because at a
given time only one host will be performing this task. This
host is called “mapper” because it must elaborate a “map”
reflecting the network topology. In order to obtain the
topology, the mapper explores the network sending scout-
ing messages and receiving replies to them. Basically, a
scouting message is sent for exploring a port if the mapper
does not know which component is connected to this port.

First, the mapper will send to the unexplored port a
message for detecting a host. If the “unknown” element
connected to the port is really a host, it will receive the
message. Once processed this message, the “detected” host
will send a reply (containing its identifier) to the mapper2.
If the mapper receives the reply, the host will be considered
as detected and added to the map, where the received iden-
tifier will allow to distinguish this host from formerly de-
tected hosts. The mapper will wait for a reply until a fixed
timeout expires. If this happens and the reply has not been
received, the mapper will send the same “host-detecting”
message again, and so until the mapper has waited a fixed
number of times for the reply. Only then the mapper will
assume that the “unknown” element is not a host.

In this case, the mapper will send to the port a mes-
sage for detecting a switch. These messages are different
from the “host-detecting” ones because a “dumb” switch
can not generate messages, so it can not reply to a scout-
ing one. To solve this problem, a “switch-detecting” mes-
sage would follow a cyclic route. So, the message will fol-
low a path that leads to the port to explore and, if there is
a switch connected to this port, the message will cross it
in order to come back to the mapper following the reverse
path. If the mapper receives a “switch-detecting” message,
the switch will be added to the map. It will be identified
by a switch number assigned by the mapper. Like “host-
detecting” messages, “switch-detecting” messages will be
sent again (after a timeout period and a maximum of times)
if they do not return to the mapper. If no element is de-
tected, the exploration of the port will finish and it will be
considered disconnected. When a switch is detected, all its

1Myrinet uses the Up*/Down* algorithm to compute routes, but we do
not specify the routing algorithm used; we just assume it is deadlock-free.

2“Host-detecting” messages contain the route from the tried port to the
mapper, so the host does not need to access its routing table for replying.

ports (excepting the port where the scouting message has
gone in and out) are marked in the map as connected to “un-
known” elements, and so they must be explored later. The
ports of a same switch are explored simultaneously. When
all the ports of a switch have been completely explored, the
unexplored ports of another switch will be explored.

The mapping process will continue until there are no
ports to explore. Then, the network map is considered fin-
ished. The whole mapping process is repeated periodically
in order to “refresh” the map. Every new map is com-
pletely redone, in such a way that the mapper builds it from
scratch3. Therefore, an “old” map does not constrain fur-
ther mapping processes, and changes in the network can be
detected by comparing the resulting new map and the previ-
ous one. If both maps differ, the mapper will send the new
map to other hosts in order to update their routing tables.

3 Deadlock During Centralized Mapping

After explaining the basics of the mechanism, we can focus
on the problem of deadlock during mapping. First, we will
explain why mapping can lead to deadlock. Later, we will
analyze how such deadlocks affect network performance.

3.1 Deadlocks Due to Centralized Mapping

Whatever deadlock-free routing algorithm the network
uses, the information contained in the network map will
be used to compute deadlock-free routes to fill the rout-
ing tables. Deadlock-free routing algorithms guarantee
deadlock-free routes by imposing routing restrictions, in
such a way that not every possible path between two hosts
will be allowed. So, given a topology, the application of the
routing algorithm will make some possible routes “illegal”,
and so they will not be included in the routing tables.

As explained above, the mapper performs every map-
ping process independently of the former map of the net-
work. In fact, the mapper sends scouting messages follow-
ing a procedure that does not use the mapper own rout-
ing table. Therefore, these messages are sent without any
routing restriction, and they can follow routes that are ille-
gal according to the routing algorithm. This is not a prob-
lem when the network is explored by the first time, because
routing tables are still empty, and no user traffic exists in the
network. But, as mapping is repeated, further explorations
will be performed under a different network status. In these
cases, there could be messages in the network following
valid routes (user traffic), but there could also be messages
following illegal routes (mapping traffic). In such condi-
tions, no deadlock freedom guarantee can be provided. For
instance, deadlock can exist during the mapping of the net-
work whose diagram4 is shown in Figure 1.

3So, when a mapping process begins, the only port to explore is the
mapper own port.

4For the sake of simplicity only a minimal number of switch ports
( �����������
	�	 ) and hosts ( �
����������	�	 ) have been included in the diagram.
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Figure 1. Network diagram for the example.

For this example, we assume that the well-known
Up*/Down* routing algorithm is used, so every link in the
diagram is an “arrow” of the network Up*/Down* graph.
Taking into account the Up*/Down* rule5 and the network
graph, an user packet can not cross the switch � from port���

to port
���

(and vice versa). But scouting messages can
make this cross if it is needed during the mapping process.

Figure 2 shows an example of a possible deadlock
configuration6 during the network mapping. In the dia-
gram, every link has been split into its two opposing chan-
nels. At every switch port, input buffers are shown as small
squares, the shaded ones containing messages ( � ��� �
	 ���
� )
that follow routes shown in the table below the diagram.
We assume that every message fills its buffer more or less
completely, in such a way that flow control prevents the re-
ception of more flits from the corresponding input channel.
Every dotted arrow begins at an input buffer that stores a
message and points at the output channel requested by this
message. We assume that host � � is the mapper, and that
� �

is the only scouting message in the network. It could
be a “host-detecting” message exploring port

���
of switch

� . Other messages ( �
	 � ��� ���
� ) are user traffic and there-
fore, they follow valid Up*/Down* routes. However, � �
follows an illegal route, and this fact causes deadlock.

We have used Up*/Down* in the example, but dead-
lock risk would exist for other deadlock-free routing algo-
rithms. This is because, whatever routing restrictions the
algorithm imposes, they will be ignored by scouting mes-
sages. Note that user traffic could never cause deadlock
without at least one scouting message following an illegal
route. However, not all the scouting messages follow illegal
routes. So, the presence of these messages in the network
makes possible, but does not necessarily imply, the exis-
tence of deadlock. Anyway, this possibility is a risk that
should be considered7.

5Although it is widely known, we remind the Up*/Down* rule: No
packet would cross a link along the “up” direction (arrow direction) after
having crossed one in the “down” direction (opposite direction).

6Although we assume that wormhole switching is used, this configu-
ration would be also deadlocked if virtual cut-through switching is used.

7Assuming that the network topology contains at least one cycle.
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Figure 2. Deadlock caused by a network mapping process.

3.2 Deadlock Impact on Performance

Now it’s time to analyze the impact of deadlocks caused
by mapping on network performance. It’s obvious that a
permanent deadlock in the network will lead to a disas-
trous degradation of network performance. So, the ques-
tion is: Will the packets involved in a deadlock be blocked
forever?. We must remind that mapping is not the only
cause of deadlock. For instance, even if deadlock-free rout-
ing is used, message communication is never free of trans-
mission errors that may cause deadlock. Some networks
implement mechanisms for solving this problem. For in-
stance, in Myrinet, the time a packet can remain partially or
completely stored in a buffer is limited by a fixed timeout8.
When this timeout expires, timed-out packets are dropped9.
So, the packets involved in a deadlock will be dropped
sooner or later and will not be blocked forever. This mech-
anism is a deadlock recovery technique: Deadlocks may
happen, but some mechanism detects and “breaks” them.

However, the implementation of such timeout mech-
anism does not turn harmless deadlocks that may occur
during mapping. First, we must remind that the timeout
mechanism “removes” deadlocks, but does not avoid them.
This means that a deadlock will exist until it is detected
and removed. So, it will last for the timeout period. During
this period, a portion of the network will not be available10.
This fact will affect message latency. Of course, for the
sake of a faster detection of deadlocks, it is possible to re-
duce the timeout period. But, in this case, it will be difficult
to distinguish real deadlocks from network congestion.

Another drawback of the timeout mechanism is the

8The Myrinet blocked-packet timeout is on the order of 25 ms.
9This mechanism also solves the problem, common under heavy traffic

loads, of having packets stopped for a very long time due to flow control.
10This portion will be at least the one involved in the deadlock, but the

whole network may become unavailable soon after deadlock happens.



fact that blocked messages must be dropped for removing
the deadlock. In general, dropped user messages should
be sent again from their source hosts, and this requires
time-consuming processing and large buffers in the hosts,
and produces an increase in network contention. How-
ever, it could be more dangerous the dropping of scouting
messages11. A dropped scouting message will be a non-
acknowledged scouting message, and the mapper will send
it again, but it will only make this up to a limited number
of retries. Deadlocks are possible during all the mapping
process, so a scouting message may be dropped every time
the mapper sends it to the network. In this case, although
the port “scouted” by this message has not been really ex-
plored, the mapper will consider that the port is not con-
nected to the device existing there. Therefore, the correct
detection of the network topology can not be guaranteed.

To sum up, the possibility of deadlocks during map-
ping is a risk of degradation or malfunction of several as-
pects of the network performance, even if the network im-
plements some mechanism for removing those deadlocks.
In the next section, we study if this theoretical deadlock risk
and impact could noticeably affect network performance.

4 Evaluation of Performance Degradation

In order to quantify the degradation of network perfor-
mance due to deadlocks caused by mapping, we have eval-
uated the following metrics when mapping is performed:

� Probability of deadlock situations.
� Probability of failed mapping process.
� Average message latency from generation.

We have used a flit-level event-driven simulator that
models the behavior of a Myrinet network. In the following
sections, we will detail the network model and the evalua-
tion criteria we have used. Later, we will present the results
for each one of the three metrics specified above.

4.1 Network Model

The network is composed of a set of switches and hosts,
all of them interconnected by links. Network topology is
irregular and has been randomly generated taking into ac-
count some restrictions: There are exactly 4 hosts attached
to each switch, all the switches have exactly 8 ports, and
two neighboring switches are connected by a single link 12.
We have evaluated networks with 8, 16, and 32 switches.

To model the links, we have assumed short Myrinet
LAN cables to interconnect switches and hosts. These ca-
bles offer a bandwidth of 160 MB/s, and have a delay of
4.92 ns/m. Flits and physical links are one byte wide. To
model the switch, we have assumed that each switch has

11In fact, there will always be at least one scouting message involved in
every deadlock that will be dropped.

12These assumptions are quite realistic and have already been consid-
ered in other similar studies [10, 11, 3, 12].

a simple routing control unit that removes the first flit of
the packet header and uses it to select the output link. A
crossbar inside the switch allows multiple packets to tra-
verse it simultaneously. Each output port can process only
one packet header at a time. When a packet gets the routing
control unit, but it cannot be routed because the requested
output link is busy, it must wait in the input buffer until
its next turn. The blocked-packet timeout mechanism has
been modeled on each switch buffer: A packet waiting in a
buffer for more than 25 ms will be dropped.

We have used the routing algorithm really used in
Myrinet: Up*/Down* based on BFS. Regarding traffic pat-
tern, we have considered a uniform message destination
distribution13 . This distribution states that every host sends
each message to any of the other hosts with equal probabil-
ity. For each simulation run, we have considered that the
packet generation rate is constant and the same for all the
hosts. In order to evaluate deadlock probability as a func-
tion of traffic load, we have run simulations using differ-
ent packet generation rates. For each network evaluated,
the values of these rates have been obtained as equally-
spaced fractions of the saturation rate during normal oper-
ation14. We have used a constant payload for user packets:
64 bytes15. “Host-detecting” messages have a fixed pay-
load of 60 bytes and “switch-detecting” messages a fixed
payload of 12 bytes. The size of each user or control packet
is obtained by adding its variable header size to its payload.

We have modeled in the simulator every aspect of
the Myrinet mapping mechanism described in Section 2.
So, a host will act as network mapper, sending scouting
messages and waiting (during 5 ms) for replies. A non-
acknowledged message will be sent again up to three times.

4.2 Evaluation Criteria

In each simulation run, a mapping process begins after
the network has reached a steady state. When the map-
ping process ends, the simulation finishes, regardless of
whether the network topology has been correctly detected
or not. If the mapping process causes deadlock, the sim-
ulation is considered “deadlocked”; otherwise it is consid-
ered “non-deadlocked”. A “deadlocked” simulation will
not stop the mapping process because blocked messages
will be dropped after the corresponding timeout. If this
dropping causes that a network component is not detected,
the mapping process ends, and the simulation is consid-
ered a “failed-mapping” simulation. If the mapping pro-
cess ends and the topology has been correctly detected, the
simulation is considered a “correct-mapping” simulation16.

13Although we have used this distribution, we think the user traffic dis-
tribution has no influence in the results, and similar results would be ob-
tained for other distributions like hot-spot, random, bit-reversal, etc..

14This traffic rate can be seen in Figure 5.
15This size was chosen because it is often used in tests and in order to

avoid favoring deadlock with longer messages occupying several buffers.
16So, a “correct-mapping” simulation can be “deadlocked” or “non-

deadlocked”, but “failed-mapping” simulations are always “deadlocked”.



For each network evaluated and packet generation
rate used, we have run one hundred simulations, varying
on each of them the random seed used to generate traffic.
So, the probability of deadlock and failed mapping for each
case can be estimated as the percentage of “deadlocked”
simulations and “failed-mapping” simulations found once
the corresponding simulations have finished.

Also, for each simulation, we have measured the av-
erage message latency in order to quantify the impact of
deadlocks on such metric. This latency has been measured
from message generation, so it is the time a message exists
in the network, since it is generated at its source until it is
completely received at its destination. In each simulation,
the latency is considered only after the mapping process
begins. For each network evaluated and packet generation
rate used, we have estimated a single value of average mes-
sage latency as the average of the measures obtained in the
corresponding one hundred simulations.

4.3 Deadlock Probability Results

Figure 3 shows, for each network size used (8, 16, and 32
switches), the percentage of “deadlocked” simulations as
a function of the traffic generation rate. As stated above,
these results are used as a measure of deadlock probability.
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Figure 3. Percentage of “deadlocked” simulations for net-
work sizes of 8, 16, and 32 nodes.

Regarding the deadlock probability, it grows when
traffic load increases, regardless of network size. This is
due to the fact that, at higher traffic generation rates, it is
easier that cyclic arrangements of messages (so, deadlock)
can occur, just because there are more messages simultane-
ously in the network. Figure 3 shows that deadlock proba-
bility also grows with network size. The results of “dead-
locked” simulations for the 8-node network do not reach
100%, but for the 16- and 32-node networks, a 100% is
reached. This is due to the fact that larger networks need
more scouting messages to be mapped, and therefore it is
easier that one of these messages makes a “down-up” cross
and causes deadlock. Moreover, the topology of larger net-
works could have more cycles where cyclic arrangements
of messages can occur. Although the results for 16- and 32-

node networks are similar, the 100% of deadlocked simu-
lations is reached for the 32-node network at a lower load.

4.4 Failed-Mapping Probability Results

Figure 4 shows, for the network sizes used, the percent-
age of “failed-mapping” simulations as a function of traffic
generation rate. These results are considered a measure of
the probability of incorrect topology detection. Note that
the direct cause of failed mapping processes is the blocked-
packet timeout mechanism used for removing deadlocks.

0

20

40

60

80

100

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035

Fa
ile

d 
M

ap
pi

ng
 P

ro
ce

ss
es

 (
%

)

Injected Traffic (bytes/ns/host)

8-node network
16-node network
32-node network

Figure 4. Percentage of “failed-mapping” simulations for
network sizes of 8, 16, and 32 nodes.

As can be seen in Figure 4, given a network size and
a traffic rate, the probability of failed mapping is always
smaller than or equal to the deadlock probability shown in
Figure 3. This is due to the fact that not every “deadlocked”
simulation is a “failed-mapping” simulation. This is spe-
cially true in the case of the 8-node network. In this case,
the failed-mapping probability reaches a very low maxi-
mum, whereas the deadlock probability maximum reaches
80%. For larger network sizes, the probability of a failed
mapping reaches 100%. This is due to the fact that the
number of scouting messages used in the mapping process
is far greater than in networks of small size. In these cases,
it is easier that a scouting message would be dropped three
times and considered “lost” by the mapper.

4.5 Average Message Latency Results

The average message latency results shown in Figure 5
have been obtained for the same traffic loads and network
sizes considered in previous sections. This figure com-
pares the results obtained during mapping and the results
obtained during the normal operation of the network17.

These results show that average message latency dur-
ing mapping begins to grow dramatically at traffic rates
lower than the normal saturation point. This increase in la-
tency during mapping is directly related to deadlock proba-
bility. Given a network size and traffic rate, if the deadlock
probability is zero, the latency during mapping approaches

17The results for deadlock probability or failed mappings during normal
operation of the network will always be zero.
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Figure 5. Average latency during mapping and during nor-
mal operation for networks of (a)8, (b)16, and (c)32 nodes.

the latency during normal operation18. For non-zero dead-
lock probabilities, the latency is enormous. This is due to
the fact that deadlocks are detected and removed only after
a timeout period. Again, the use of this deadlock recovery
technique does not avoid the degradation of performance.

5 Conclusions

To sum up, we have detected and evaluated the risk and
impact of deadlock during the centralized mapping of a
network that uses source routing, “dumb” switches and
deadlock recovery techniques. Deadlock may occur during
mapping due to the use of scouting messages that follow
routes not restricted by a deadlock-free routing algorithm.

18Note that this means that the additional traffic load due to scouting
messages does not increase significantly the average message latency.

In this paper, we have shown the possibility of such
deadlocks. We have also presented simulation-based re-
sults showing that deadlock probability is proportional to
network size and traffic load. Although deadlock proba-
bility is smaller in networks of small size, deadlock-free
guarantees can not be given during mapping in a network
whose topology contains at least one cycle. We have
also shown the degradation of network performance due to
the blocked-packet timeout mechanism used for removing
deadlocks. This mechanism causes an increase in average
message latency and may cause mapping processes to de-
tect the topology incorrectly. We have also shown results
that measure this increase in latency during mapping and
the probability of failed mapping processes. Both metrics
are directly related to deadlock probability. According to
our simulations results, 100% of mapping processes will
cause deadlock and will not correctly detect the topology
in networks of medium or large size for traffic loads ap-
proaching the network saturation point.
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