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Abstract

The aggregation of geographically distributed resources in the context of a particu-
lar application has been made possible thanks to the deployment of Grid technologies.
As Grids are extremely distributed systems, requirements on the communication net-
work should also be taken into account when performing usual tasks such as scheduling,
migrating or monitoring of jobs. Note that users, services, and data need to commu-
nicate with each other over networks, thus the network should be used in an efficient
and fault-tolerant way. However, most of the existing efforts to provide QoS in Grids do
not take into account network issues, and focus instead on processor workload and disk
access. The authors have previously proposed a framework for providing network-aware
grid metascheduling. The usefulness of this approach was shown by means of simula-
tion. In this work, a proof-of-concept implementation of a metascheduler, developed as
an extension to the GridWay metascheduler, is presented and evaluated. This extension
harnesses network information to perform job scheduling tasks. Results show that the
response time perceived by Grid users is reduced when data on network performance are
used when scheduling jobs.

1 Introduction

Grid systems are highly variable environments, made of a series of independent organizations
that share their resources. During the last decade, Grid computing has emerged as an en-
abling technology for many data and/or computing intensive applications. Through the use
of Grid technologies it is possible to aggregate dispersed heterogeneous resources for solving
various kinds of large-scale parallel applications in science, engineering and commerce [1]. A
well-known example of such applications is the Grid-based worldwide data-processing infras-
tructure deployed for the LHC experiments at CERN [2].

Grid users should perceive some Quality of Service (QoS) on their application perfor-
mance, in terms of response delay or number of jobs finished per time unit [3]. Though, this
is quite difficult to achieve due to the large scale of interconnected networks that are inherent
part of such a extensively distributed environment [4].



Achieving an end-to-end QoS is often difficult, as without resource reservation any
guarantees on QoS are often hard to satisfy. However, for applications that need a timely
response (i.e., collaborative visualization [5]), the Grid must provide users with some kind of
assurance about the use of resources — a non-trivial subject when viewed in the context of
network QoS [4]. In a VO, entities communicate with each other using an interconnection
network — resulting in the network playing an essential role in Grid systems [4].

A meta-scheduler is an entity entrusted with the care of the users’ interests in a Grid,
such as GridWay [6] or Condor/G [7]. The user will provide the metascheduler with a job
template, and from that moment on, the metascheduler will take care of any interaction
with the Grid in order to get the job executed (such as selection of resources, data transfers,
authentication issues, job monitoring and migrations).

Among the many issues that must handled with when designing metaschedulers, the
authors are focusing their research on the selection of the computing resources where user’s
jobs will be executed. As the corresponding section will show, current metaschedulers take
their scheduling decisions focusing just on the computing power (and utilization) of the
available resources. So, a metascheduler might decide that the most suitable resource to run
a user’s job is the most powerful one. However, if there is some overloaded link in the path
between the resource and data sources, other less powerful computing resource with a less
loaded network connection might be more suitable to run that job. In this case, the less
powerful computing resource would be a better choice.

This scenario is even more harmful for those Grid applications that need access to huge
amounts of input data from remote locations, provide analysis data for remote visualization,
or exchange data between distant machines [1]. Then, it is clear that the communication
requirements of these applications are subject to the network constraints, which have a direct
impact on the final performance of applications. Hence, the network status must be considered
when the resource selection process is performed [4].

The enhancement of application performance through the use of network-related in-
formation when performing job scheduling decisions is the topic of interest of this work.
Authors have already developed a reference framework with this regard [8]. Among others, it
includes an entity known as Grid Network Broker, GNB, integrated within the metascheduler,
that provides job scheduling decisions based on information on network condition. In this
paper, a proof-of-concept implementation of such entity, made by extending the GridWay
metascheduler [6], is presented. Also, experiments that show the goodness of this approach
are included.

The paper is organized as follows. In Section 2 a brief overview of the general metaschedul-
ing framework is presented. Then, the extensions implemented on the GridWay metasched-
uler are outlined in Section 3. Section 4 presents the experiments carried out to illustrate the
scheduling approach. Section 5 presents other proposals aimed at the provision of network
quality of service in Grids. Finally, Section 6 draws conclusions and suggests guidelines for
future work.
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Figure 1: Topology.

2 GNB: A framework for metascheduling in Grids

Communication-intensive and real-time applications require some type of QoS brokering ser-
vices in order to provide guaranteed reservation of network capacity along with computational
resources. The authors have proposed in [8] a flexible Grid resource management architec-
ture, which is aimed at guaranteeing the QoS requirements specified by the applications. One
of the key points of this architecture is an entity called Grid Network Broker or GNB. This
entity will check the status of the network and will create both network reservations and
service allocation in order to provide network QoS to Grid applications.

Our scenario is depicted in Figure 1 and has the following entities [9]: Users, each
one with a number of jobs; computing resources, e.g. clusters of computers; routers;
GNB (Grid Network Broker), a network-aware scheduler; GIS (Grid Information Service),
such as [10], which keeps a list of available resources; resource monitor (for example, Gan-
glia [11]), which provides detailed information on the status of the resources; BB (Bandwidth
Broker) such as [12], which is in charge of the administrative domain, and has direct access
to routers. BB can be used to support reservation of network links, and can keep track of the
interconnection topology between two end points within a network. The interaction between
components within the architecture is as follows:

e Users ask the GNB for a resource to run their jobs. Users provide features of jobs.

e The GNB collects the requests and after a given time interval, it performs two operations
for each request. First, it performs scheduling of that request job to a computing
resource, and second, asks the BB to perform connection admission control (CAC).

e The GNB makes use of the GIS in order to get the list of available resources, and then
it gets their current load from the resource monitor.

e The GNB makes use of the BB in order to carry out operations requiring the net-
work. The BB should implement some functions to check if a transmission can be
routed through a specific link. By making the BB have this functionality, we assure the
independence and autonomy of each administrative domain.

The architecture of the GNB is shown in Figure 2. It includes the following modules:
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Figure 2: Architecture of the GNB.

User interface. This module allows users to submit requests to the GNB. More precisely, a
user can ask the GNB to allocate a computing resource to run his/her jobs. As a consequence,
the ‘Scheduler’ module will order the available and suitable resources from the best to the
worst, and choose the best of them. Then, GNB will optionally ask the BB to perform a
connection admission control test.

Scheduler. This module selects the resource where every job will be run, attending to
different criteria. In order to do this, the ‘Scheduler’ needs to retrieve a list of the available
resources from the GIS module.

Several scheduling algorithms can be implemented within this module. The authors
have proposed several of them in [8] [13] [14]. These algorithms always take into account
network information when taking scheduling decisions. Moreover, in [9] the authors proposed
a scheduler which incorporates autonomic computing techniques.

BB interface. This module deals with the BB, so that it performs tasks such as connection
admission control. When performing CAC, the BB assesses whether a new connection can
be admitted through the path between the user and the resource. This way, links between
a user and a given resource (previously selected by the ‘Scheduler’ module) can be checked.
The BB also communicates with edge routers as well as with the core routers within the
domain. The routers have the ability of handling the application traffic, thus they have to be
configured by the BB (e.g., issuing proper commands related to DiffServ [15] configuration),
in order to apply the adequate forwarding priority to every type of traffic. By making the BB
have these functionalities, we assure the independence and autonomy of each administrative
domain.

Interdomain interface. A GNB communicates with GNBs from other neighbor admin-
istrative domains in order to find a suitable resource for running jobs that do not fit in the
local domain. This issue has been explored in [16], where some techniques from peer-to-peer
networks have been applied.

Database. All the information the GNB manages and uses must be stored in a database.
Examples are information on resource configuration (CPU type and speed, amount of RAM
and disk, etc.).



Network monitor. The purpose of this module is to periodically run tests on the network
so that information on current load and delay conditions can be retrieved and stored in
the ‘Database module’. These tests are usually based on sending probes through different
paths in the network (as in the IPerf tool [17]), thus adding traffic overhead. The more
frequently tests are run, the more accurate estimations on network performance are, but the
more overhead is caused. Thus, this is an extremely sensitive issue because a trade-off must
be achieved between overhead and accuracy on network status.

Previous research on the GNB architecture has been carried by means of simulation.
The authors have developed a simulated model of the GNB architecture with the GridSim
simulation tool [18]. A working implementation of a metascheduler which integrates network
information when taking scheduling decisions has been developed now. It has been devised by
extending the features of the GridWay metascheduler. GridWay [6] has been chosen among
others mainly due to the availability of its source code, and to the fact that it is a Globus
project [19]. Also, its capabilities to add new criteria to perform the filtering and sorting of
the candidate resources have been exploited. Work done on GridWay is explained in the next
section.

3 Extensions to the GridWay metascheduler

The GridWay metascheduler [6] enables large-scale, reliable and efficient sharing of comput-
ing resources (clusters, computing farms, servers, supercomputers. .. ), managed by different
Local Resource Management (LRM) systems, (such as PBS, SGE, LSF, or Condor) within
a single organization (enterprise Grid) or scattered across several administrative domains
(partner or supply-chain Grid). GridWay is a Globus project, adhering to Globus philosophy
and guidelines for collaborative development. With GridWay, a Grid infrastructure can be
exploited and managed in the same way as a local computing cluster.

Users willing to submit jobs to the Grid infrastructure managed by GridWay need to
generate a job template. This template is a text file (with extension “.jt”) which includes
the information needed for job execution, such as the names of input, output and executable
files, as well as some control parameters related to scheduling, performance, fault tolerance
or resource selection, among others. More details can be found in [20].

The work presented here is focused on how GridWay selects resources for job execution.
The parameters related to this issue are REQUIREMENTS and RANK. They together allow users
to specify the criteria used to select the most appropriate resource to run their jobs, in a
two-step process (see Algorithm 1). The REQUIREMENTS tag is processed first. Within this
tag, the user can specify the minimal requirements needed to run the job. Thus, it acts as
a filter on all the resources known to GridWay. As a result, only the resources that fulfill
the REQUIREMENTS condition are considered in the next step. Then, with the RANK tag, the
characteristics taken into account when ordering resources are specified. This means that all
the resources that fullfill the REQUIREMENTS specifications are ordered following the criteria
specified with the RANK tag (i.e., the set of resources is ordered with regard to their amount
of free RAM). For both tags, several characteristics as type of CPU, operating system, CPU
speed, amount of free memory, etc. can be specified. Many of these values are gathered
through the Globus GIS module, while others (specifically the dynamic ones, such as amount
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Figure 3: Conceptual view of the extensions introduced to GridWay.

of free RAM) are monitored through Ganglia.

Algorithm 1 GridWay resource selection algorithm
1: Let S = set of resources known to GridWay
2: St = {s € S/ s fulfils REQUIREMENTS condition }
3: return s’ € S* / Vs € S®, RANK(s') > RANK (s)

Among the parameters supported by GridWay, there is nothing related to the network
conditions between the candidate nodes. Therefore, the modifications introduced are aimed
at including into GridWay the possibility to use information about the status of the network
connections when performing the scheduling operations. First, it has been necessary to
integrate the computation of the state of the interconnections to every resource belonging to
the Grid. Second, one additional tag has been added so that the aforesaid information can
be used in the job scheduling process. The parts which are not shaded in Figure 3 illustrate
the extensions introduced in GridWay.

The state of the network connections has been measured as the available bandwidth
between the node that submits jobs and every other node in the Grid infrastructure. The
iperf tool [17] is used to this end. It makes an estimation of the available bandwidth by
sending a series of packets, with a certain size, through the specified port and for a certain
time (variable, 10 sec. by default). It should be noted that the larger this time is, the
greater accuracy will be obtained when computing the available bandwidth towards an specific
host. However, on the other hand, it is not desirable that the above-mentioned time was
too long, because it could overload the network. Thus, a trade-off must be reached. Two
additional tags (NET_PORT and NET_TIME) have been added into the GridWay configuration
file (GW_LOCATION/etc/gud.conf), to be able to specify the port and the time used by the
iperf test, respectively.

The bandwidth estimation carried out by iperf is then integrated into the GridWay
scheduling process by defining a new attribute named BANDWIDTH. The information generated
by iperf is stored in this new attribute. The BANDWIDTH variable can then be used both in the
REQUIREMENTS as well as in the RANK expressions, so that candidate resources can be filtered
out and/or sorted taking into account the available bandwidth from the scheduler node to



each one of them.

Thus, if the variable BANDWIDTH is included in the RANK tag, the list of hosts is sorted
out from higher to lower available bandwidth. In this way, the scheduler will take this factor
into account. Hence, it selects the first host of the list, i.e, the host whose connection with the
scheduler node (the node running GridWay) has better bandwidth. If the variable BANDWIDTH
is included is in REQUIREMENTS tag, it refers to the limit. In other words, it means that the
available bandwidth in the path from the GridWay node to the resource needs to be greater
than, less than, or equal than a certain value. The obtained list of hosts is filtered by that
pattern, and in this way, the scheduler will only submit jobs to those nodes that fulfill the
condition.

It is worthwhile to note that several parameters can be combined within the RANK
expression. Different weights can be assigned to each parameter, so that it is possible to
modify the relative importance of each of them. For example, in this way the user can select
a larger weight to the BANDWIDTH parameter, in case the job involves heavy network use.

4 Experiments and results

Several benchmarks have been executed in order to measure the performance improvement
when bandwidth information is used to do the scheduling tasks. The results are presented in
this section.

First, features of the testbed are described, then details on the workload used are given,
and finally, the results of our experiments are depicted and analyzed. Tests are divided
into two groups. First, different type of tests with changing network traffic conditions are
executed. Second, focus is placed only in one test (VP test of NGB), and a number of
GridWay configuration parameters are varied. Then, new resources are added to the Grid,
in order to make a more heterogeneous environment.

4.1 Testbed description

The functional validation of the network-aware scheduling, described in the previous sections,
has been carried out in a controlled Grid environment. Figure 4 shows the network topology
used as testbed.

The testbed is composed by four machines that are in the same subnet, AulasunX.uclm.es
with X € [1,4]. Moreover, these hosts have the same characteristics, both hardware and soft-
ware. There are also two more machines, GridWayl3A.uclm.es and Globusl.uclm.es, with
different hardware and software characteristics. These machines belong to the same admin-
istrative domain as Aulasun (which is UCLM) but they are located in another subnet. The
GridWayl3A.uclm.es machine carries out the scheduler tasks. Table 1 outlines the main
characteristics of the computing resources.
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Figure 4: Network Diagram

Machine Hardware Software
CPU RAM
GridWayI3A.uclm.es 2 CPU Intel Pentium 4, 3 GHz 2 GB | Globus (v. 4.0.5)
Aulasunl.uclm.es 2 CPU AMD Opteron 244, 1.8 GHz | 1 GB | Globus (v. 4.0.3)
Aulasun2.uclm.es 2 CPU AMD Opteron 244, 1.8 GHz | 1 GB | Globus (v. 4.0.3)
Aulasun3.uclm.es 2 CPU AMD Opteron 244, 1.8 GHz | 1 GB | Globus (v. 4.0.3)
Aulasun4.uclm.es 2 CPU AMD Opteron 244, 1.8 GHz | 1 GB | Globus (v. 4.0.4)
Globusl.uclm.es 1 CPU Intel Pentium 4 3 GHz 1 GB | Globus (v. 4.0.4)

Table 1: Characteristics of the computational resources

4.2 Workload used

To validate and evaluate performance results of the implemented grid network-aware meta-
scheduler we have run different NAS Grid Benchmarks (NGB) [21]. These jobs have different
workflow dependencies. Some jobs are computational intensive while others are network
demanding. Therefore, the NGBs allow us to explore a big spectrum of running conditions.
Figure 5 shows the workflows of the tests executed in our Grid system.

- SPs3: This test is made of several “SP.jt” jobs requiring different computational re-
sources to be executed. This job is one of the subjobs of the “ED” test of the NGB
benchmarks. Job dependencies of this test are despited in Figure 5 (a).

- VPModif: This test is similar to the “VP” test of the NGB benchmarks but, some
dependencies between jobs have been deleted. The goal is getting a greater parallelism.
Figure 5 (b) shows the diagram of this test. The circular nodes are “BT” jobs, square
nodes are “MG” jobs and trapezium nodes are “FT” jobs. All of them (“BT”, “MG”
and “FT”) are defined in the NGB benchmarks.
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Figure 5: Workflows of the GNB tests.

- Espec: The diagram for this test is shown in Figure 5 (¢). Please note that the transfers
carried out in these jobs are different, being the execution more asymmetric than it may
seem when its diagram is seen.

Circular nodes are jobs of type BT iteration 0. Trapezium nodes are other type of BT
job but with iteration 3. Squared nodes are job of type BT iteration 3 but with an
increased input file, doing this job heavier in network traffic. At the end, rhombus node
is a job of type BT iteration 2.

- HC: Figure 5 (d) shows the diagram of this test. In this case, there are not heavy
network transfers (“only” 32 MB files).
Circular nodes are “BT” jobs, squared nodes are “SP” jobs and trapezium nodes are

“LU” jobs. All of them are defined in the NGB benchmarks.

- Heavy Traffic (HT): This job is based on several big size files sent for executing one
job, which is of BT type of the NGB benchmarks. The number of inputs files that it
accepts has been increased. The diagram of this test can be seen in Figure 5 (e).

In order to carry out the scheduling of jobs to computing resources, GridWay has a
number of scheduling policies, named RESOURCE SCHEDULING POLICIES. They allow
administrators to influence the usage of resources made by the users. These policies are:

- Fixed Priority (RP) Policy: each resource is assigned a fixed priority (range [1,99])
based on either the information management that discovered it, or its FQDN.

- Rank (RA) Policy: it prioritizes resources based on their RANK (as defined in the job
template).

11



- Failure Rate (FR) Policy: resources with persistent failures are banned.

- Usage (UG) Policy: with this policy, resources are prioritized based on the estimated

execution time of a job (on each resource). The estimation is derived from the sum of
two contributions:
T = (1 —w) * T_history + w = T_last, where T is the estimated execution time for a
job, T _history is the average execution time for jobs in that resource, T _last is the
execution time of the last job executed in that resource, and w is the weight that the
last execution time has when calculating the estimated execution time for the current
job.

The overall priority of a resource is computed as a weighted sum of the contribution of
each policy:
ResourcePriority = Wrps RP + W fr« FR+ Wug * UG + Wra * RA, where each Wz is
the weight that policy = has when calculating the overall priority of resources.

As we want to illustrate the importance of the network when performing the scheduling
of jobs to computing resources, all the above policies have been disabled, except Rank. We do
this so that scheduling is performed based on the bandwidth information only. Next section
we are going to present the experiments conducted with this regard.

4.3 Performance evaluation

The performance evaluation presented in this paper is divided into several parts. First, we
are going to evaluate the influence of background network and CPU load. Then, we are going
to evaluate the addition of new resources, so that a more heterogeneous Grid environment is
created. After that, we are going to study the influence of the parameters of the monitoring
tools. Finally, the cost of having our proposal working is going to be analyzed.

4.3.1 Influence of background network and CPU load.

To validate the changes developed in the GridWay scheduling algorithm described in the
previous section, we have run the NGB tests in the proof Grid platform. We have limited the
available computational resources to the four Aulasun hosts (topology is depicted in Figure 4,
and host globus! is not enabled at the moment). The reason for this choice is to check the
behavior of the network-aware scheduling by using CPU nodes with equal computational
performance. Host GridWayl3a will carry out the scheduling task but will not execute any
job.

The aim of this first evaluation is to show the usefulness of our proposal under varying
network and CPU conditions. First, we are going to evaluate the influence of background
network load. To do so, an ideal situation has been considered in which the network is
unloaded. Then, we have emulated a more real working conditions by delivering background
network traffic. The background network traffic is created by one file transfer from one node
to another, by means of the globus-url-copy command, and only one transfer is carried out

12



in the whole topology. A more in-depth study on the influence of background network traffic
is presented in a subsequent section.

Figure 6 shows the results for the different tests (SPs3, VPModif, Espec and HC') under
both scenarios, that is, with and without background network traffic. The label GW refers
to the performance of using the original scheduling algorithm provided by the GridWay
tool. So, bandwidth information is not used for scheduling. The label GW-iperf refers
to the original scheduling algorithm by GridWay which has been extended to calculate the
bandwidth information, although this information is not considered for the scheduling. On
the other hand, net-G'W refers to the results of the new implemented scheduling algorithm,
which considers bandwidth information for the scheduling.
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Figure 6: Completion time of different type of tests

In Figure 6 (a) shows the scenario without background traffic, and we can see that there
is little difference in terms of completion time between running the same test with and without
using bandwidth information in the schedulers. Using bandwidth information (when net-GW
is running), small improvements are obtained in spite of the fact that both the computational
resources have the same features and they are located in the same subnet. Thus, those
differences can be harnessed, and due to the transfer of big IO files, an improvement on the
test completion time can be obtained.

Figure 6 (b) shows the second scenario, when the network background traffic is gener-
ated (because of file transfers between two nodes). A noticeable completion time increase is
seen when tests are executed without using bandwidth information (when GW-iperf is run-
ning). This is because a node which is transmitting or receiving can be chosen to execute a
job. Hence, its network link may be heavily used, and the transmissions on this link will take
longer than on another node’s link that is not being used at the moment. On the contrary, if
bandwidth information is used (when net-GW is running), a node whose network link is not
being used will be selected because its bandwidth is higher than others.

However, those results have been obtained for the aforesaid executions with the in-
dicated nodes under this set of traffic conditions. The background traffic is generated by
transfers made with globus-url-copy command which simulate client executions using the
Grid. If the traffic is increased, other differences would be seen. That is, if the traffic is
increased to one node, greater differences will be produced depending on whether bandwidth
information is used or not. On the contrary, if traffic is increased drastically, for example to
all Aulasun nodes, and only these nodes belong to the Grid, the transfer speed will decrease

13
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Figure 7: Heavy Traffic test

drastically due to there is not any node with bandwidth features equal to the first execu-
tion (which had no background network traffic). Finally, if traffic to each node is different,
improved times will be obtained, intermediate between the last two options.

Also, Figure 6 (b) shows that as long as background traffic is increased and GW-iperf
is running (bandwidth information is not used for the scheduling), the time to perform the
tests grows up more than in the absence of background. This is because there is a greater
number of transfers and more dependences among the jobs composing the test. On the other
hand, the figure shows that when there is more traffic and net-GW is used (this is, bandwidth
information is used for scheduling), the time to perform the tests almost does not grow up.
In fact, it is slightly better than if background traffic is not present and GW-iperf is running
(see Figure 6 (a)). In case a greater number of nodes is provided, a greater difference among
the executions may be obtained if new nodes present better bandwidth features.

The completion times for TestHC are smaller (several tens of seconds, instead of several
hundreds) because those jobs have a shorter total execution time and their files are not very
big. For this type of test, it should have been defined the importance of CPU speed in the
job template, weighted with the bandwidth, or setting a minimum required. This is because
these jobs are heavier at computation than at data transfers, at least for this Grid and under
the studied traffic conditions. If link speed were lower or there were more traffic, transfers
would be heavier and computation softer.

Now we are going to present another set of tests, which are different than the previous
ones as only one job is executed each time. That job has a big input file, doing the job heavy
in data transfer and light in computation. This way, the improvements of using bandwidth
information are highlighted. This is shown in Figure 7. As the previous tests, these ones
are aimed at showing the usefulness of using bandwidth information under varying traffic
conditions.

Figure 7 shows the completion times for jobs, and transfer and execution times have
been distinguished. As before, experiments have been conducted with and without back-
ground network traffic, running GW-iperf and net-GW as scheduling algorithms. Figure 7 (a)
shows results of tests that have been executed one after another. We can see that the pres-
ence of network traffic has hardly influenced the completion time when net-GW is running.

14
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Figure 8: Execution of tests with background CPU load

Provided there were a greater number of transfers or links were slower, this difference among
net-GW and GW-iperf executions would be more highlighted. This is because transfers last
more and selecting a node with faster link improves transfer time significantly. Also, all the
Grid resources are similar, since execution time is the same for all the experiments.

Figure 7 (b) presents results of tests that have been executed simultaneously, this is,
some jobs are scheduled by GW-iperf and some others by net-GW. The file transfers of one
of those tests are the background network traffic for the other. The time increase needed
to perform the transfers can be seen. This is because the tests are submitted from the
same node (GridWayI3A.uclm.es) to the same subnet (Aulasun), that implies slow transfers
between them. But net-GW chooses a resource with an unloaded link whilst GW-iperf does
not consider bandwidth information, thus creating time difference between them.

Using bandwidth highly improves the time necessary to perform transfers, even though
the job scheduled by net-GW finishes before the job scheduled by GW-iperf and release the
network link. In that moment, the GW-iperf job can increase its transfer speed.

Once we have studied the influence of background network traffic, we move on to study
the influence of background CPU load. This evaluation has been performed by means of
tests submitted to nodes that are executing an unknown background CPU load. The tests
executions are the next:

- For test VPModif with CPU background load, the results shown at Figure 8 (a) are
obtained. Emphasizing that the background CPU load leaves only one free processor
to Aulasun nodes but it does not use bandwidth. Because of this, there is not a big
difference between our proposal net-GW which uses bandwidth information, and GW.

This figure depicts that there are not any improvement when using net-GW. Due to
the test parallelism and the shortage of free nodes, jobs must wait for the nodes to be
released in order to use them. In this way, the link bandwith is underused because there
are not nodes to choose. VPModif test requires 3 nodes at a time so, since nodes are
busy, jobs will have to wait. Also, a node with less bandwidth can be chosen. Thus,
the use of net-GW does not make any difference.
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- For test SPs3 the results shown in Figure 8 (b) are obtained. In this case, there is an
improvement when using net-GW, because this test is not as parallel as the previous
one and it does not have to wait for free nodes. This is because executions are shorter
and resources are released before. Thus, nodes with better bandwidth are chosen, which
leads to better completion time.

4.3.2 Resource addition.

Once the evaluation of the influence of both network and CPU background load has been
presented, we proceed with the second evaluation. For this evaluation, two new hosts are
added to the Grid, so that a more heterogeneous Grid environment is created. We do that in
order to analyze the advantages of using bandwidth information in schedulers tasks, as well
as testing other parameters that can influence the goodness of schedulers.

The two new machines included are the next, and draw the topology presented in
Figure 4:

- GridWayI3A.uclm.es: Although this machine was already in the Grid (because it was
entrusted with the jobs scheduler), it was not allowed to run jobs. Now the possibility
of executing jobs in this host has been added.

- Globusl.uclm.es: This new machine is in the same subnetwork as the previous one
and because of this, it has a better bandwidth than Aulasun machines. Thanks to this,
it can highlight the advantages of using bandwidth information at scheduling, getting
greater improvements when there is background traffic between Aulasun nodes.

In this evaluation phase only one type of test will be executed, and different charac-
teristics have been changed. This has been done in order to get information about how each
of those characteristics affect the time taken by the job scheduling and the total execution
time of that test. This set of configurations has been studied by executing test “VP” of
NGB benchmarks [21], because it is a type of test that have big file transfer and it is heavily
enough at computation to get interesting conclusions of its results. The characteristics that
have been modified among different executions are the next:

- New resources have been added, in order to see their influence at scheduler tasks.

- Host information update time has been changed, paying special attention to iperf com-
mand time, that is, the accuracy with which the tool calculates bandwidth.

- Traffic has been generated, which alters the execution environment.

Firstly, we have tested the addition of new hosts and their influence at total execution
time of tests. Since there are more resources (which are heterogeneous in terms of hardware,
software and link bandwidth), more remarkable results have been obtained when net-GW is
used. Figure 9 shows the execution results using net-GW without background traffic. X axes
are labeled with the different types of job that are executed in test “VP” (BT, MG and FT)
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Figure 9: VP executions with different number of resources without background network
traffic, using net-GW

with the iteration number with which they are executed (see [21]). As the figure shows, there
are noticeable changes in the completion time between jobs. Also, there are variations for a
given job depending on the node which executes it.

Improvements of total completion time are obtained if either host globus! or Grid-
Wayl3A are added (see Figure 9 (b) and (c)), as more resources are available to execute jobs,
and these nodes have better bandwidth than Aulasun nodes. We must pay attention to the
prolog and epilog times as it is then when file transfers are performed. Wrapper time is the
execution time of jobs in the resources chosen.

There are not noticeable improvements at wrapper time, but there is a great improve-
ment at prolog and epilog times (in which these new nodes are involved). This is because
the new nodes (which are located in the same subnetwork as the scheduler node) have been
chosen to run jobs. In this case, less jobs are executed in Aulasun nodes (whose network links
are worse since they are in a different subnetwork). For the test whose results are depicted
in Figure 9 (b), 5 jobs have been executed in globus! node. For the test whose results are
depicted in Figure 9 (c), 6 jobs have been executed in Grid Wayl3A node. For the test whose
results are depicted in Figure 9 (d), 5 jobs have been executed in GridWayl3A node and 3
in globus1 node.

Also differences between adding globusl or GridWayl3A are shown. This is because
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Figure 10: VP executions with different number of resources without background traffic,
using GW-iperf

the second node, since it is the local node (that runs the scheduler), present a better transfer
rate and for this reason the total completion time is improved.

Finally it is observed that, when the two nodes are added, completion times are im-
proved even more due to now there are two resources with better bandwidth features instead
of only one (see Figure 9 (d)). Thus, because the jobs test are executed in parallel, allow
greater improvements. The reason for this is that in the previous cases we had only 1 new
resource, thus some jobs had to be sent to Aulasun nodes. With both new resources, no job
has to be sent to Aulasun since one of this two new nodes is available.

If GW-iperf is used, the results presented in Figure 10 are obtained. There are light
differences among them due to when GW-iperf is used (other policies are disabled), the
scheduler chooses the node to execute each job in the same order as nodes were discovered.
This is, when a job arrives, if the first node has idle processors, the job will be dispatched to
it. This is true although the new hosts are available, because Aulasun hosts were discovered
first. Thus, they will be chosen even if they have worse bandwidth features.

Figure 10 (b), showing the addition of globus!, presents better results than with the
original topology, although worse than for the same case when net-GW is used. The reason
for this is that globusi is the first host of the list that the scheduler has, and while globusi
has idle CPUs, it will be selected to run jobs. This selection is the correct because globusl
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Figure 11: Executions of VP test with background traffic

has the greater bandwith for this test since it is in the same subnetwork as the scheduler.
On the other hand, if in the middle of the experiment, the bandwidth towards this node
decreases (more transfers to this node are been carried out), and for this reason the node is
not the best any more, the completion time will suffer an increase if GW-iperf is used.

Figure 11 presents results for the complete topology (including globus! and Grid-
Wayl3A) and with background network traffic, for both GW-iperf and net-GW. As before,
the background network traffic is created by one file transfer from one node to another, by
means of the globus-url-copy command, and only one transfer is carried out in the whole
topology.

As we can see, transfers are slower for both prolog and epilog (which include the transfer
of input/output files). It is during transfer time when improvements are obtained, since
wrapper (or execution) time is very similar for all the executions for each job. When net-GW
is used, prolog and epilog times are highly improved, since nodes with better bandwidth are
chosen (globus! and GridWayl3A), and Aulasun nodes are only used when those two ones
were busy.

Figure 12 shows results with different background traffic conditions in the Aulasun
subnetwork, and using the complete topology. These conditions are explained the next.
e No traffic: No background traffic is delivered.

e Traffic to one node: One file is transfered from one node to another, by means of the
globus-url-copy command. Only one transfer is carried out in the whole topology.

e Heavy traffic to one node: Similar to the previous one, but with two transfers between
the same pair of nodes.

o Different traffic to 2 nodes: A combination of the last two. One node sends one file to
another node, and the same source node sends two files to another destination node.
There are 3 file transfers at a moment in the whole topology.

e Traffic to all the nodes: One node sends files to all the other nodes of Aulasun.
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As we can see, as we increase the background traffic, executions of GW-iperf suffer an
important increase in the completion time, whilst net-GW only suffer an important increase
for the highest background traffic configuration. If there is traffic to only one node, the com-
pletion time using net-GW remained stable (only an insignificant increase is shown). When
there is background traffic to more than one node, net-GW jobs suffer a clearer increase in
the completion time, which is specially clear when there is background traffic to all the nodes.
However, these increases are lower than for the GW-iperf executions. Besides, provided GW-
iperf is used, the completion times suffer a remarkable increase for all the background traffic
configurations studied.

4.3.3 Adjusting the network monitoring tool.

The next performance evaluation to be presented is the influence of the bandwidth update
time. This is performed with the full Grid topology including all the computing resources,
and results are presented in Figure 13.

In this point, including Grid Wayl3A as a working node has a remarkable significance,
since the greater the update time of hosts information is, the lesser its load will be. For this
reason, Grid Wayl3A will have more availability to run jobs.

Figure 13 presents results of executions of VP tests, with net-GW, when the monitoring
interval is being varied. This interval includes the monitoring of the bandwidth and the
computing resources. It shows that if interval time is too short, this is worse for the scheduler.
This is because the whole network (specially Grid Wayl3A node) are busy serving the requests
of the monitoring tools, thus they will not be able to proceed with the jobs executions. Recall
that we have two monitoring tools running, namely iperf (monitors the network bandwidth)
and Ganglia (monitors the other parameters, such as free memory or CPU availability).

When the interval time is reduced the transfers time is increased. For example, when
time interval is 100 seconds, prolog times add about 208 seconds and epilog times about 215,
and when this interval is reduced to 15 second transfer times grow up to 321 seconds for
prologs and 312 for epilogs.

Also, if time between two updates is too long, execution time is increased due to the
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Figure 13: Executions of VP test changing monitoring interval time of resources

information about bandwidth is not up-to-date enough. Thus, it is possible that the current
host status does not correspond with the stored, making bad scheduling decisions. For this
reason, finding a trade-off to set this time is necessary. This time should not be too big
because the information about hosts would not be up-to-date. Nevertheless, it should not
be too small, so that nodes do not get busy answering monitoring requests. For our Grid
environment, the time that gets the best results is nearly 1 minute. This is because we have
a small environment, not too variable and also the scheduler node is a worked node.

Figure 14 shows the completion times for VP executions when varying the monitoring
interval and the iperf sending time. Recall that iperf sending time is the time interval during
which iperf sends packets in order to calculate the bandwidth of links. Up to now, the iperf
sending time has been set to its default value (1 sec.).

We can see that when the sending time of iperf tool is increased, prolog and epilog
times are incremented too. Also, wrapper times are increased because GridWayl3A has to
perform the monitoring calculations, which require CPU. Thus, jobs executed in Grid Wayl3A
suffer wrapper time increase. Jobs allocated to other nodes will also suffer some increase as
these nodes have to deal with Grid Wayl3A for prolog and epilog tasks.

Figure 14 (d) shows that when this monitoring load is extreme, and the GridWayl3a
spends more time updating hosts information than scheduling jobs, all file transfers are
delayed, and transfer times add near 735 seconds for prologs and to 712 seconds for epilogs.
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Figure 14: Executions of VP test changing iperf command time and monitoring time of
resources

After studying different values for the iperf sending time, we deem the default value (1
sec.) as the best one, combined with a monitoring interval of 60 sec.

4.3.4 A cost estimation of the proposed scheduling.

Finally, the results of executing VP test using GW, GW-iperf and net-GW are compared,
in the presence and absence of background network traffic. The background traffic used in
this experiment is traffic to one node, as explained before. Recall that GW is the original
GridWay scheduling algorithm, GW-iperf is the same algorithm but with overhead caused
by calculating bandwidth information, and net-GW is our new proposal which considers the
bandwidth information for the scheduling.

Figure 15 shows these comparisons. Figure 15 (a) presents results without background
traffic, and we can see that the calculation of the bandwidth information creates a negligible
overhead (see columns GW and GW-iperf). When this information is used to perform the
scheduling (net-GW column) there is a remarkable gain. In the presence of background
traffic (Figure 15 (b)), these differences are emphasized. We can also see that when net-GW
is running, there is not noticeable differences between having or not background traffic. This
is because a resource with better bandwidth is chosen to execute the jobs, with and without
background traffic.
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5 Related work

The topic of interest of our work is the provision of network QoS in a Grid system. This
field has been explored by a number of research projects, namely GARA [4], NRSE [22],
G-QoSM [3], GNRB [23], and VIOLA [24]. They are briefly reviewed below.

General-purpose Architecture for Reservation and Allocation (GARA) [4] is a frame-
work whose aim is providing programmers and users with an uniform way to access different
types of resources (CPU, network, storage). These uniform mechanisms have a modular struc-
ture which allows an easy development of high-level services. On the other hand, GARA has
limitations when performing reservations across difference domains, as it must exist in all the
traversed domains, which leads to scalability problems.

The Network Resource Scheduling Entity (NRSE) [22] suggests that signalling and per-
flow state overhead can cause end-to-end QoS reservation schemes to scale poorly to a large
number of users and multi-domain operations — observed when using IntServ and RSVP, as
also with GARA [22]. This problem has been tackled in NRSE by storing the flow /application
state only the end sites of the communication. Although NRSE has demonstrated its effec-
tiveness in providing DiffServ QoS, it is not clear how a Grid application developer would
make use of this capability — especially as the application programming interface is not clearly
defined [3].

Grid Quality of Service Management (G-QoSM) [3] is a framework to support QoS
management in computational Grids in the context of the Open Grid Service Architecture
(OGSA). G-QoSM is a generic modular system that, conceptually, supports various types
of resource QoS, such as computation, network and disk storage. This framework aims to
provide three main functions: 1) support for resource and service discovery based on QoS
properties; 2) provision for QoS guarantees at application, middleware and network levels,
and the establishment of Service Level Agreements (SLAs) to enforce QoS parameters; and
3) support for QoS management of allocated resources, on three QoS levels: ‘guaranteed’,
‘controlled load” and ‘best effort’. G-QoSM also supports adaptation strategies to share
resource capacity between these three user categories.
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The Grid Network-aware Resource Broker (GNRB) [23] is an entity that merges the
functionalities of a Grid Resource Broker and a Network Resource Manager. Because of this,
new mapping/scheduling strategies can be implemented, so that both computational and
network conditions are taken into account. The GNRB, using network status information, can
reserve network resources to satisfy the QoS requirements of applications. The architecture
is centralized, with one GNRB per administrative domain — potentially leading to the GNRB
becoming a bottleneck within the domain. Also, GNRB is a framework, and does not enforce
any particular algorithms to perform scheduling of jobs to resources.

The aim of the research being carried out by the authors is to provide network QoS by
means of an efficient scheduling. Many of the above efforts do not take network capability
into account when scheduling tasks. Among the reviewed proposals, those which provide
scheduling of users’ jobs to computing resources are GARA, G-QoSM and GNB, and the
schedulers used are DSRT [25] and PBS [26] in GARA, whilst G-QoSM uses DSRT. Thus,
the proposed GNB framework is the only proposal which considers the network. These
schedulers (DSRT and PBS) only pay attention to the load of the computing resource, thus
a powerful unloaded computing resource with an overloaded network could be chosen to run
jobs, which decreases the performance received by users, especially when the job requires a
high network 1/0.

Finally, VIOLA [24] provides a metascheduling framework that provides co-allocation
support for both computational and network resources. It is able to negotiate with the local
scheduling systems to find and to reserve a common time slot to execute various components
of an application. The metascheduling service in VIOLA has been implemented via the
UNICORE Grid middleware for job submission, monitoring, and control. A key feature in
VIOLA is the network reservation capability, that allows the network to be treated as a
resource within a metascheduling application. In this context, VIOLA is somewhat similar
to the author’s approach — in that it also considers the network as a key part in the job
allocation process. However, the key difference is the focus in VIOLA on co-allocation and
reservation — which is not always possible if the network is under ownership of a different
administrator.

It should also be mentioned a previous effort in including network-related information
into the GridWay metascheduler, which was reported in [27]. In that case, the internals
of the RANK computing mechanism were altered in order to include bandwidth and latency
information, obtained through the iperf tool and the Network Weather Service (NWS) [28].
The work presented here follows a similar idea, but the way it has been deployed into Grid Way
allows to include network related restrictions when filtering out resources too (i.e., through
the use of the BANDWIDTH parameter within the REQUIREMENTS expression). Moreover, with
the approach presented here, the user can combine the network-related information with any
other GridWay parameter, both in the REQUIREMENTS and in the RANK sections, to better
match the needs of the jobs to the features of the available resources.

6 Conclusions and future work

A large number of projects in science and engineering would not have been feasible without
the capabilities for resource aggregation that Grid computing offers. One of the issues that

24



still need research is the impact of the network characteristics when taking decisions on where
to schedule jobs for execution. The authors have previously proposed a theoretical framework
for metascheduling, where network conditions were taken into account by the metascheduling
entity.

In this work, a working proof-of-concept implementation of a Grid network-aware
metascheduler has been presented and evaluated. Tests have been carried out using the
NAS Grid Benchmarks (NGB) as workload. Results regarding the influence of background
network and CPU loads, heterogeneity of resources, monitoring parameters, and cost are
presented. They clearly show that taking into account network conditions (such as available
bandwidth) when scheduling jobs to resources greatly improves completion times, and the
overhead created is totally harnessed to reduce the completion time of applications. Thus,
Grid users receive back the outcome of their jobs with a lower response time. This is quite
useful specially for interactive applications such as collaborative visualization [5], and those
integrated within the Interactive European Grid Project [29].

As future work, it is planned to extend the current implementation with a number of
features, such as considering network features altogether with CPU features to perform a
more complex and efficient scheduling.
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