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Using Network Information to Perform Meta-sheduling inAdvane in GridsLuis Tomás1, Agustín Caminero2, Blana Caminero1, Carmen Carrión1

1Computing Systems DepartmentUniversidad de Castilla-La Manha{luistb,blana,armen}�dsi.ulm.es
2Dept. of Communiation and Control SystemsUniversidad Naional de Eduaión a Distaniaaaminero�s.uned.esMarh 25, 2010AbstratIn extremely heterogeneous and distributed systems, like Grid environments, it isquite di�ult to provide quality of servie (QoS). In addition, the dynami behaviour ofthe resoures makes the time needed to omplete the exeution of a job highly variable.So, ful�lling the user QoS requirements in a Grid is still an open issue. The main aim ofthis work is to provide QoS in Grid environments through network-aware job shedulingin advane. This paper presents a tehnique to manage idle/busy periods of resouresusing red-blak trees whih onsiders the network as a �rst level resoure. Besides, noa priori knowledge on the duration of jobs is required, as opposed to other works. Aperformane evaluation using a real testbed is presented whih illustrates the e�ienyof this approah to meet the QoS requirements of users, and highlights the importaneof taking the network into aount when prediting the duration of jobs.Keywords: Grid meta-sheduling, network, QoS, red-blak trees1 IntrodutionIn a Grid environment the resoures are in di�erent domains under di�erent aess poliies.This fat makes their searh and use a hard task for users. Also, manually aomplishingthis proess is not feasible in a large-sale Grid environments with many potentially availableresoures. Hene, the Grid infrastruture must provide the needed servies for automatiresoure brokerage whih take are of the resoure seletion and negotiation proess [1℄. Thisinfrastruture is named �meta-sheduler � [2℄. 3



The user's experiene of the Grid is determined by the funtionality and performane ofthis meta-sheduler system. But the heterogeneous and distributed nature of the Grid alongwith the di�erent harateristis of appliations ompliate the brokering problem. To furtherompliate matters, the broker typially laks total ontrol and even omplete knowledge ofthe status of the resoures [3℄.One key idea to solve this problem is to ensure that a spei� resoure is availablewhen the job requires it. So, it beomes neessary to reserve or shedule the use of resouresin-advane [4℄. Reservation in advane an be de�ned as a restritive or limited delegation ofa partiular resoure apaity for a de�ned time interval [5℄. The objetive of suh reservationin advane is to provide quality of servie (QoS ) by ensuring that a ertain job meets its QoSrequirements.The main hallenge of reservations in advane is that it is di�ult to deide whethera job an be exeuted ful�lling its QoS requirements without knowing the exat status ofthe resoures in the future [6℄. However, reservation in advane mehanisms enable QoSagreements with users and inrease the preditability of a Grid system [7℄, at the expense ofreating resoure fragmentation [8℄.This paper proposes a new network-aware sheduling in advane algorithm to taklethe sheduling in advane problem. This algorithm is onerned with the dynami behaviourof the Grid resoures, their usage, and the harateristis of the jobs. This researh fouseson low-ost omputational heuristis that onsider the network as a �rst level resoure. Thisis needed beause the network has a very important impat on the performane of jobs, asstudied in [9, 10, 11, 12℄, among others.The usage of resoures is managed by means of red-blak trees. This idea has alreadybeen tried in [6, 8℄, where authors assume that users have a priori knowledge on the jobduration � whih may not be true most times. In the present work, estimations for job du-ration are alulated in two di�erent ways: (1) using the Total Completion Time (TCT), and(2) Exeution and Transfer Times Separately (ETTS). In (1), estimations on job durations useinformation of previous exeutions, and does not onsider the network transfers (only omple-tion times, that inlude transfer and exeution times). In (2), estimations on the exeutionand transfer times of jobs are alulated independently. For exeution time, an estimationis alulated similarly to the ompletion time in (1), and transfer times are alulated usingbandwidth preditions through log data along with the number of bytes to transfer. Thus,both tehniques pay attention to the heterogeneity of Grid resoures and do not assume usershave a priori knowledge on the duration of jobs, as assumed in [6, 8℄. These ways of estimatingthe job ompletion times are presented and evaluated in this paper.4



The paper is organized as follows. Related work is presented in Setion 2. In Se-tion 3 a brief overview of the general network-aware meta-sheduling in advane frameworkis presented. Setion 4 explains the extensions implemented to handle sheduling in advane.Setion 5 presents the experiments arried out for evaluating the proposal. Finally, the on-lusions obtained and the suggested guidelines for future work are outlined in Setion 6.2 Related workA Grid appliation may need multiple heterogeneous resoures whih may span over adminis-trative boundaries, thus making the management of resoures a hallenging task [13℄. Softwareinfrastrutures required for resoure management and other tasks suh as seurity, informa-tion dissemination and remote aess are provided through Grid toolkits suh as Globus [14℄and Legion [15℄.Regarding the aforementioned advaned reservations of resoures, Globus Arhiteturefor Reservation and Alloation (GARA) [16℄ was introdued for appliation-level dynamisheduling of olletion of resoures, o-alloation and advaned reservations. GARA is oneof the seminal works on advaned reservation and de�nes a basi arhiteture for the ma-nipulation of advaned reservation of di�erent resoures. Sine then, advaned reservationshave been studied in numerous ontexts, suh as lusters (Maui Sheduler [17℄). Among thesystems that allow resoure reservation in a Grid we an �nd Grid Capaity Planning [7℄,that provides users with reservations of Grid resoures through negotiations, o-alloationsand priing. Another important system is VIOLA [18℄, whih inludes a meta-shedulingframework that provides o-alloation support for both omputing and network resoures. Itallows the network to be treated as a resoure within a meta-sheduling appliation.Despite support for reservation in the underlying infrastruture is urrently limited, areservation in advane feature is required to meet QoS guarantees in Grid environments, asseveral ontributions onlude [7, 16℄. Qu [19℄ desribes a method to overome this short-oming by adding a Grid advaned reservation manager on top of the loal sheduler(s). Theperformane penalty imposed by the usage of advaned reservations (typially dereased re-soure utilization) has been studied in [20℄. Furthermore, advaned reservations have beenshown to inrease the preditability of the system while maximizing its �exibility and itsadaptability to ope with the dynami behaviour of Grid environments [21℄.As next setion explains, our work is di�erent from the ones mentioned above beauseit is based on meta-sheduling in advane in Grids rather than reservations in advane, sinereservation may not always be possible. This work uses red-blak trees to manage the resoure5



usage, and it has already been tried in [6, 8℄. However, as opposite to [6, 8℄, where authorsassume that users have a priori knowledge on the duration of jobs, suh a priori knowledge isnot onsidered, so estimations on the ompletion time of jobs need to be alulated. To thisend, it beomes neessary to predit the dynami behaviour of the resoures in the future.Moreover, the network is onsidered as another Grid resoure, thus estimations on networktransfer times have to be alulated.3 Network-aware meta-sheduling in advaneA Grid is an environment in whih resoures vary dynamially � they may fail, join or leave theGrid system at any time. Also, suh dynamiity omes from the fat that every Grid resoureneeds to exeute loal tasks as well as tasks from Grid appliations. From the viewpoint of aGrid appliation, all the tasks from both loal users and Grid users are loads on the resoure.So, everything in the system is evaluated by its in�uene on the appliation exeution.Support for reservations in advane of resoures plays a key role in Grid resoure man-agement as it allows the system to meet user expetations with regard to time requirementsand temporal dependene of appliations, and inreases the preditability of the system [6℄.A Grid reservation in advane proess an be divided into two steps [5℄:1. Meta-sheduling in advane: Seletion of the resoures to exeute the job, and thetime period when the exeution will be performed.2. Negotiation for resoure reservation: Consists on the physial reservation of theresoures needed for the job, whih may not always be possible.In a real Grid environment, reservations may not be always feasible, sine not all theLoal Resoure Management Systems (LRMS) permit them. Apart from that, there are othertypes of resoures suh as bandwidth (e.g. the Internet), whih lak any management entity,and makes impossible their reservation. This is the reason to perform meta-sheduling inadvane rather than reservations in advane to provide QoS in Grids. That is, the systemkeeps trak of the meta-sheduling deisions already made in order to make future deisions.So, if only Grid load exist, this would be enough to provide QoS sine the meta-shedulerwould not overlap jobs on resoures.The algorithms for meta-sheduling in advane need to be e�ient so they an adaptthemselves to dynami hanges in resoure availability and user demand without a�etingsystem and user performane. Moreover, they must take into aount resoure heterogeneity6



sine Grid environments are typially highly heterogeneous. For this reason, it ould be usefulto employ tehniques from omputational geometry to develop an e�ient heterogeneity-awaresheduling algorithm [6℄.An sheduling in advane proess follows the next steps:1. First, a �user request� is reeived. Every request must provide a tuple with informationon the appliation and the input QoS parameters: (in_file, app, t_s, d). in_file standsfor the input �les required to exeute the appliation, app. In this approah the inputQoS parameters are just spei�ed by the start time, t_s (earliest time jobs an start tobe exeuted), and the deadline, d (time by whih jobs must have been exeuted) [8℄.2. The meta-sheduler exeutes a gap searh algorithm. This algorithm obtains both theresoure and the time interval to be assigned for the exeution of the job.3. If it is not possible to ful�ll the user's QoS requirements using the resoures of its owndomain, ommuniation with meta-shedulers from other domains starts.4. If it is still not possible to ful�ll the QoS requirements, a negotiation proess with theuser is started in order to de�ne new QoS requirements.In this proess, the goodness of sheduling depends heavily on the quality of availableinformation regarding the resoures, but independene and autonomy of domains is anotherobstale. This is beause domains may not want to share information on the load of theirresoures. Moreover, in a Grid environment, resoure ontention auses host load and avail-ability to vary over time, and makes the exeution time preditions quite di�ult [22℄.The predition information an be derived in two ways [22℄: appliation oriented andresoure oriented. For the appliation-oriented approahes, the running time of Grid tasksis diretly predited by using information about the appliation, suh as the running timeof previous similar tasks. For the resoure-oriented approahes, the future performane of aresoure suh as the CPU load and availability is predited by using the available informationabout the resoure, and then suh preditions are used to predit the running time of a task,given the information on the task's resoure requirement.In our ase we use a mixture between these two approahes. We use appliation-orientedapproahes to sort out the exeution time of the appliation and resoure-oriented approahesto alulate the time needed to perform the network transfers.7



Figure 1: The Sheduler in Advane Layer (SA-layer).4 A framework for network-aware meta-sheduling in advaneIn this setion, the implementation arried out allowing network-aware meta-sheduling inadvane is outlined. First, the struture of the framework is presented, followed by the poliiesfor alloating jobs into gaps in resoures. Next, the data strutures used for managing thisinformation are shown. Finally the predition needs are disussed.Our proposal is implemented as an extension to the GridWay meta-sheduler [2℄. It is anintermediate layer, alled Sheduler in Advane Layer (SA-layer), between the users and theon-demand Grid meta-sheduler, as Figure 1 depits. The SA-layer is a modular omponentthat uses funtions provided by GridWay in terms of resoure disovery and monitoring, jobsubmission and exeution monitoring, et., and allows GridWay to perform network-awaremeta-sheduling in advane. The SA-layer stores information onerning previous applia-tion exeutions (alled DB Exeutions), and the status of resoures and network over time(alled DB Resoures). Moreover, a new parameter has been added to GridWay, namedJOB_INFORMATION. In this new parameter the user may indiate some information about thejob. First, if the user knows the input and output size, he sets this information. After that,the user may set other harateristis related to the jobs, suh as job arguments, whih enablea more aurate estimation for the job exeution time. On that purpose, the exeution timeof jobs in a given resoure is estimated by using predition. This predition takes into aountthe harateristis of the jobs, the power of the CPU of the resoures and the network futurestatus. By proessing these information about appliations and resoures, a more aurateestimation of the ompletion time of the job in the di�erent omputational resoures an beperformed. Besides, the memory overhead is negligible (about several Mbits).In this implementation, resoure usage is divided into time slots of 1 minute, whihis a ustomizable parameter. Then, we have to shedule the future usage of resoures byalloating the jobs into the resoures at one spei� time (taking one or more time slots). For8



Figure 2: Idle periods regions [6, 8℄.this reason, alloation poliies (arried out by Gap Management module in Figure 1) to �ndthe best slots for eah job, data strutures (represented by Data Struture in Figure 1) to keepa trae of the usage of slots, and algorithms for estimations on job durations (implementedby Preditor in Figure 1) are needed, whih are explained the next.4.1 Gap managementThe job alloation in�uenes how many jobs an be sheduled due to the generated frag-mentation. Di�erent ways of searhing and alloating jobs into resoures an be developedonsidering both the already sheduled jobs and the generated fragmentation. In this work,fragmentation refers to the free time slots in between two onseutive alloations.In our �rst approah, a First Fit poliy has been onsidered. This tehnique selets the�rst free gap found that �ts the new job. It an reate big fragmentation, as a result of whihmany jobs may be rejeted. There also exist other tehniques like Best Fit. This poliy seletsthe free gap whih leaves less free time slots after alloating the job. The reated fragmentsare smaller, but it is harder to use those free slots to alloate new jobs.4.2 Data strutureThe data struture used to keep trak of the free time slots is a key aspet. A suitable datastruture yields better exeution times and redues the omplexity of algorithms. Further-more, the data struture will also in�uene on the salability of the algorithm.The struture used in this work is red blak trees [6, 8℄. The objetive of using these typeof trees is to develop tehniques to e�iently identify feasible idle periods for eah arriving9



job request, without having to examine all idle periods.This data struture is managed by the Gap Management module (see Figure 1). Thismodule represent the information of tree data struture in a geometrial way. So, eah jobis represented by a single point in the plane as Figure 2 [6, 8℄ depits. The job oordinatesare starting time and ending time. Labeled points represent the idle periods (gaps) with itsstart and �nish time. P represents the earliest start and end times, whilst P' represent thelatests, for the urrent job. Thus, the line between P and P' represents the periods when thisnew job an be sheduled. All the points above and to the right of this line represent possiblegaps to alloate the job.As Castillo explains in [8℄, the trees an be divided into two regions, named R1 and R2,as Figure 2 [6, 8℄ depits. R1 region represents the gaps whih start at or before the job'sready time. Therefore, any idle period in this region an aommodate the new job withoutdelaying its exeution. R2 region represents the gaps whih start later than the job's readytime. A job sheduled in an idle period will reate at most two new idle periods: one betweenthe begining of the gap and the start of the job (the leading idle period), and one after theend of the job and the end of the original idle period (the trailing idle period). The leadingidle period will have zero length at any point in the region R2, sine the start time of thisgap is later than the job start time. So, this region is searhed �rst. Work on studying otherways of searhing the regions is among the future work.4.3 PreditorPreditions of job exeution time are quite di�ult to obtain sine there are performanedi�erenes between Grid resoures and their performane harateristis may vary for di�erentappliations. Tehniques for suh preditions inlude applying statistial models to previousexeutions [23℄ and heuristis based on job and resoure harateristis [11, 24℄. Based on this,the algorithm proposed by Castillo [6, 8℄ is extended to take into aount the heterogeneityof Grid resoures.In the present work, estimations for the duration of jobs are alulated based on (1) usingthe Total Completion Time of jobs (TCT), and (2) Exeution and Transfer Times Separately(ETTS). In (1), the mean ompletion time of previous exeutions of similar appliations onthe seleted host is used to manage idle/busy periods on the resoure. This may lead topoor resoure usage sine a resoure may be onsidered as busy when in fat the job isbeing transferred � the job exeution has not started yet. Besides, in (2), separate exeution10



and transfer times are used, whih improves the resoure usage. For the exeution time, anestimation is alulated similarly to the ompletion time in (1). Regarding transfer times, themean bandwidth of the day before for the time interval in whih the job will be alloated isalulated. Using this information, along with the total number of bytes to transfer, the timeneeded to omplete the transfers is estimated.Estimating exeution and transfer times separately yields more aurate preditions,whih in turn lead to better utilization of resoures and better QoS delivered to users. Thisis beause the meta-sheduler knows for eah time-slot if a job is atually being exeuted ata resoure or being transferred to it, whih allows the meta-sheduler to manage idle/busyperiods of omputing resoures more e�iently.Thus, both tehniques pay attention to the heterogeneity of Grid resoures and do notassume that users have a priori knowledge on the duration of jobs, as assumed in [6, 8℄. Thesetwo ways of estimating the ompletion time of jobs are presented and evaluated in this paper.Also, in both ases, preditions are only alulated when a suitable gap has been found inthe host, so that there is no need to alulate the ompletion times for all the hosts in thesystem � whih would be quite ine�ient. Please note that two appliations are onsidered tobelong to the same appliation type when they have the same input and output parameters� in terms of number, type and size.5 Experiments and resultsThis setion desribes the experiments onduted to test the usefulness of this work, alongwith the results obtained.5.1 Testbed desriptionThe evaluation of the sheduling in advane implementation has been arried out in a loalreal Grid environment (depited in Figure 3). The testbed is made of resoures loated intwo di�erent buildings belonging to The University of Castilla La-Manha (UCLM). In onebuilding there are, on the one hand, one mahine whih arries out the sheduler tasks, andon the other hand, several omputational resoures. In the seond building, there is a lustermahine with 88 ores. All these mahines belong to the same administrative domain (UCLM)but they are loated in di�erent subnets. Notie that these mahines belong to other users,so they have their own loal bakground load.11



Figure 3: Grid testbed topology.
Figure 4: Workload harateristi.5.2 Workload usedOne of the GRASP [25℄ benhmarks, named 3node, has been run to evaluate the implementa-tion. The 3node test onsists of sending a �le from a �soure node� to a �omputation node�,whih performs a searh pattern, generating an output �le with the number of suesses. Theoutput �le is sent to the �result node�. This test is meant to mimi a pipelined appliation thatobtains data at one site, omputes a result on that data at another, and analyses the resulton a third site. Furthermore, this test has parameterizable options to make it more omput-ing intensive (ompute_sale parameter) and / or more network demanding (output_saleparameter).There are important parameters that have to be onsidered in the workload used formeasuring performane, as an be seen in Figure 4. �T_max reservation� represents theadvane with whih we an make an sheduling in advane; �T_Exei� is the time neededto exeute the job i; �Sheduling Window� shows the time interval in whih the job has tobe sheduled; �Arrival Ratio� depits the average time between two jobs sent; and �Laxity�represents how strit the user is when sheduling a job, whih is the di�erene between the�Sheduling Window� and the �T_Exe� for a job.12



For this evaluation, both the ompute_sale and the output_sale take values between0 and 20, being the average 10. The T_max reservation is up to 1 hour, with an average of30 minutes. Finally, the Laxity is set between 0 and 10 minutes, being the average 5 minutes.The submission rate is from 1 to 4 jobs per minute, being the total number of jobs for eahtest 20, 40, 60 and 80. The results shown are the average of 5 exeutions for eah ase.5.3 Performane evaluationIn this setion, a omparison between the SA-layer with both tehniques of alulating the jobexeution time and a straight-forward implementation of the algorithm proposed by Castilloet al. [6, 8℄ is outlined. Our proposal has already been ompared with the GridWay originalframework (without support for sheduling in advane), resulting in a performane gain [26℄.Now, this paper ompares our framework with the original framework developed by Castilloet al. [6, 8℄, and shows (1) there is no need to have an a priori knowledge on the exeutiontime of jobs � as long as preditions an be made; and (2) the importane of performingestimations on transfer and exeution times separately, rather than taking both parametersaltogether.To evaluate the importane of using network information in the meta-sheduling proess,several statistis an be used. Sheduled job rate is the fration of aepted jobs, i.e., thosewhose deadline an be met [8℄. QoS not ful�lled means the number of jobs rejeted, plusthe number of jobs that were initially aepted but their exeutions were eventually delayed.Thus, their QoS agreements were not ful�lled (the deadline was not met). These are measuresof the QoS pereived by the user.From the point of view of the meta-sheduling system, there is another statisti, namelywaste. It reords the number of minutes that are not used to exeute any job beause themeta-sheduler thought that jobs would need more time to omplete their exeutions. Thisstatisti is related to the auray of preditions.Results from the user and system point of view are depited in Figures 5 and 6, respe-tively. In these plots, estimations on the Total Completion Time are labelled as TCT, whileestimations with Exeutions and Transfer Times Separately are labelled as ETTS. The resultsobtained when using the algorithm proposed by Castillo et al. [6, 8℄ are labelled as Castillo.First, Figure 5 (a) represents the number of sheduled jobs (the meta-sheduler hasenough free slots to alloate them, meeting the QoS requirements). The more jobs there arein the system, the more lost jobs there are. All the algorithms have a similar behaviour at lowloads. The di�erenes appear when the system load beomes lose to saturation (60 jobs).13
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(a) Jobs Sheduled (b) QoS not Ful�lledFigure 5: Estimating total ompletion time or separate estimations for exeution and transfertimes.Notie that when using ETTS, lost jobs appear only when the load goes over 60 jobs. Moreover,the loss rate in this ase is very small ompared with the other two tehniques. At this load,Castillo lost around 31 % of the sheduled jobs but ETTS only around 7.5 %. So, using ETTSto estimate exeution times yields better results, sine it an aept more jobs beause theestimation is more aurate.Figure 5 (b) shows the number of jobs that were not exeuted with the QoS requested,and inludes lost jobs and jobs ompleted beyond the deadline. Again, the more jobs thereare in the system, the more jobs not exeuted with the requested QoS there are. For lowersubmission rates (20 and 40), it is not essential to make separate estimations for exeutionsand transfer times sine there are enough free slots. Thus, reserving the number of slotsin suh a tight way does not show any enhanement. However, for higher submission rates(60 and 80) it beomes very important to make this di�erene (ETTS line) sine a notieableredution in the number of lost jobs is ahieved.Figure 6 depits the mean waste times in alulating the job ompletion time estima-tions. This graphi highlights that even having a greater number of running jobs, the wasteis lowest when using ETTS than when using TCT, that is, without estimating exeution andnetwork times separately in the gap reservation. With lower waste time, more jobs an be a-epted sine eah aepted job requires fewer reserved slots. This explains the results showedin Figure 5 (a). Also, resoure utilization is better sine there is less wasted time in betweenexeutions of jobs. So, the resoure will be idle for less time.6 Conlusions and future workSeveral researh works aim at providing QoS in Grids by means of advaned reservations.However, making reservations of resoures is not always possible. Sometimes not all the14



 0

 20

 40

 60

 80

 100

 120

 140

 160

20 40 60 80

M
e
a
n
 W

a
s
te

 p
e
r 

J
o
b
 (

in
 s

e
c
.)

Number of Submitted Jobs

Castillo
TCT

ETTS

Figure 6: Estimations waste time.LRMS permit reservations, while in other ases not all the resoures belong to the sameadministrative domain. There are even other types of resoures whih may belong to severaldomains at the same time, suh as network bandwidth. So, we proposed sheduling in advane(�rst step of advaned reservation) as a possible solution to provide QoS to Grid users.This type of sheduling allows to estimate whether a given appliation an be exeutedbefore the deadline spei�ed by the user. But this requires to takle many hallenges, suh asdeveloping e�ient sheduling algorithms that sale well or how to predit the jobs exeutiontime. For this reason, the predition of the Grid resoures status is essential. It must benoted that network must be onsidered as another Grid resoure, as highlighted by previousstudies [9, 10, 11℄.In this work, a omparison between using estimations on the Total Completion Time(TCT) and Exeution and Transfer Times Separately (ETTS) is presented. Also, both tehniquesare ompared with an implementation of the sheduling in advane algorithm proposed byCastillo et al. [6, 8℄. This omparison highlights the importane of alulating network esti-mations independently beause it improves the resoure usage, thus allowing more jobs to besheduled. Finally, reall that both the meta-sheduling in advane and advaned reservationin Grid environments are open �elds that still need researh sine there are no de�nitive so-lutions (in terms of salability and / or e�ieny). Besides, many of the ideas developed toprovide QoS in Grids have been evaluated in simulated environments, but our work is beingarried out under a real environment.The development and implementation of new e�ient and salable algorithms is one ofthe hallenges of this researh. So, among the future work we are planning to inlude newparameters suh as trust of resoures. This parameter ould be measured as the historialperentage of jobs assigned to a omputational resoure that do not get their QoS require-ments. Another hallenge is work on jobs resheduling to provide the spei�ed QoS in Grid.When the sheduler fails to alloate a job, it is possible to alloate new inoming jobs by15
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