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Abstract— Advanced Switching (AS) is a network technology
that expands the capabilities of PCI-Express adding new fdares
like peer-to-peer communication. Together, PCl Express ath AS
have the potential for building the next generation intercanects.
Furthermore, the provision of Quality of Service (Qo0S) in
computing and communication environments is currently the
focus of much discussion and research in industry and academ

In this paper we propose a framework to provide QoS based on
bandwidth, latency, and jitter over AS employing the mechamsms
provided by AS. We also present several implementations fothe
output scheduling mechanism. Finally, we evaluate our propsals
by simulation, comparing the performance of the schedulershat
we propose and their implementation complexity.

Index Terms— Quality of Service (QoS), Advanced Switching,
scheduling algorithms, application requirements, interonnection
networks, performance evaluation.

. INTRODUCTION

or file transfer, which does not require pre-specified sergigar-
antees, but also traffic of other applications that requditfsrent
performance guarantees, like real-time video or teleconicad

tions [24]. The best-effort service model, though suitdblethe

first type of applications, is not so for applications of thbey

type [26]. Even in the same application, different kinds rafftc

(e.g. I/O requests, coherence control messages, synzhtiomi

and communication messages, etc.) can be considered, and it
would be very interesting that they were treated accordirgyeir
priority [5].

AS provides mechanisms that can be used to support QoS.
Specifically, an AS fabric permits us to employ Virtual Chatsn
(VCs), egress link scheduling, and an admission controlhmec
anism. Moreover, AS performs a link-level flow control in a
per VC basis. This means that both the scheduling and the flow
control are made at a VC level. These mechanisms allow us to
aggregate traffic with similar characteristics in the sant and

DVANCED Switching (AS) [1] is an open-standard fabricto provide each VC with a different treatment according ® it
interconnect technology based on PCI Express [27]. P@hffic requirements.
Express is already replacing the extensively used PCI bhs. T A key component for providing the VCs with their QoS

PCI bus has served industry well for the last years and i€ntlyr

requirements in AS, and in any other network with QoS support

used extensively. However, the processors and I/O devi€esi®the output scheduling algorithm, which selects the nexkpt
today and tomorrow demand much higher /O bandwidth than Pl be sent and determines when it should be transmitted, en th
2.2 or PCI-X can deliver. The reason for this limited bandtid basis of some expected performance metrics. AS defines two

is the parallel bus implementation. PCI Express elimindbes

egress link schedulers: The VC arbitration table scheduidrthe

legacy shared bus-based architecture of PCI and introdacesMinimum Bandwidth egress link scheduler (MinBW). The main

improved and dedicated point-to-point interconnect.

problem of the AS table scheduler is that it does not work erigp

AS is an extrapolation of PCI Express, borrowing its loweo twwith variable packet sizes. Regarding the MinBW sched &,

architectural layers from PCI Express, and including amaged
transaction layer to enable essential communication ckpet

like peer-to-peer communication. The need for AS esséntial

does not specify an algorithm or implementation for it, boing
characteristics that it must respect.
In [22] we showed a very first approach to provide QoS in

comes because computing and communication platforms begi8. We examined the AS mechanisms intended for providing
to converge by exhibiting increasing overlap in terms of th@oS and showed how to provide QoS based on bandwidth and

functions they serve. In this way, AS is intended to proéferin
multiprocessor, peer to peer systems in the communicatstos

latency requirements with fixed packet sizes. In [21] we exiea
the basic ideas presented there. Specifically, we showedt&ow

age, networking, servers and embedded platform envirotsmemmodify the table scheduler in order to support variable ptaick

Together, PCI Express and AS have the potential for buil ey
next generation interconnects [23].

sizes. Moreover, we proposed a new algorithm, the Self@idc
Weighted Fair Queuing Credit Aware (SCFQ-CA) algorithrmgtth

On the other hand, Quality of Service (QoS) is becominfulfills all the properties that the AS MinBW scheduler must/é

an important feature for high-performance networks andclfsr

In [20] we proposed two new algorithms for implementing the

machines. The provision of QoS in computing and commurgoati MinBW scheduler: the Deficit Round Robin Credit Aware (DRR-
environments is currently the focus of much discussion ar@A) and the Weighted Fair Queuing Credit Aware (WFQ-CA).
research in industry and academia. Current packet netwanks In [19] we reviewed the three MinBW schedulers and briefly

required to carry not only traffic of applications, such asai
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analyzed their complexity.
In this paper we thoroughly review our previous proposals

Ur{ié provide applications with QoS based on bandwidth, Iatenc

and jitter, and we present a full comprehensive version bf al
of them. Moreover, we review the four possible scheduling
algorithms that we have proposed for the AS output schedul-
ing mechanism, expanding the analysis of their implemamat
complexity. Finally, we deeply evaluate the performancealbf



our proposals interacting among them. Specifically, we @mp redistributed among queues for which corresponding VCitsed
the performance of the modified table scheduler and the thrae available.

MinBW implementation possibilities in a multimedia scedpar The VC arbitration table is a register array with fixed-size
The structure of the paper is as follows: Section Il presantsentries of 8 bits. Each 8-bit table entry contains a field ofitS b
summary of the general aspects in the AS specification iimaud with a VC identifier value and a reserved field of 3 bits. When

the most important mechanisms that AS provides to suppd® Qarbitration is needed, the table is cycled through segaknand

In Section 1ll, we show the problems of the AS table schedulerpacket is transmitted from the VC indicated in the currabtet
with variable packet sizes and also show how to modify thigntry regardless of the packet size. If the current entrytpdio
scheduler to solve those problems. In Section IV, we pretent an empty VC, that entry is skipped. The number of entries may
main considerations that must be made to implement the MinBli¢ 32, 64, 128, 256, 512, or 1024.

scheduler and we show three possible specific implementatio The MinBW scheduler is intended for a more precise alloca-
Section V, we comment the complexity of the four scheduleas t tion of bandwidth regardless of the packet size. This scleedu
we take into account in this paper: the modified table scleeduconsists of two parts: The first mechanism, or outter scteedul
and our three MinBW scheduler implementations. In Sectién Vprovides the FMC with absolute priority, ahead of the oth@sy
we present our proposal to use the AS mechanisms to provide with its bandwidth limited by a token bucket. The second
applications with QoS and how to configure the table and tteechanism, or inner scheduler, distributes bandwidth @sidhe
MinBW schedulers in order to provide different QoS requirerest of the VCs according to a configurable set of weights. AS
ments. Details on the simulation platform and the performeandoes not state a specific algorithm for the inner schedulsr, b
evaluation are presented in Section VII. Finally, some tsions it must respect certain propertieg/ork conserving bandwidth
are given and future work is proposed. metering, not packet meteringninimum bandwidth guarantee
fair redistribution of unused bandwidtand memoryles$1].

The AS specification states that variants of Weighted Fair
Queuing (WFQ) [7] such as Self-Clocked Weighted Fair Quguin

AS is an extension of PCI Express that includes additionepCFQ) [10], and variants of Weighted Round Robin (WRR)
protocols to support reliable and efficient peer-to-peenmoini-  [16] such as Deficit Round Robin (DRR) [34] exhibit the dedire
cations. The AS transaction layer, which is built on top of thProperties of the inner MinBW scheduler. The AS specificatio
physical and link layers of PCI Express, provides a rich get @lso states that commonly employed scheduling algoritisush
capabilities like peer-to-peer communications, protaeetapsu- as simple round robin or WRR, do not exhibit the desired
lation, flexible topologies, multicasting, congestion mgement, Properties of the MinBW scheduler and are, thus, not si&tabl
redundant paths, and fail-over mechanisms. for a MinBW scheduler implementation.

A credit-based flow control protocol ensures that packets ar Moreover, fabric management software may regulate access
only transmitted when there is enough buffer space at therotfi© the AS fabric, allowing new packet flows entry to the fabric
end to store them, making sure that no packets are dropped wRBly when sufficient resources are available. Fabric manage
congestion appears. This makes AS a lossless network. Fig@ftware may track resource availability by monitoring Abric
control credits use a 64 bytes granularity. The maximum gackeongestion and tracking active packet flows and their badithwi
size of an AS packet is 2176 bytes. An AS fabric permits us

Il. ADVANCED SWITCHING REVIEW

to employ Virtual Channels (VCs), egress link schedulingd a 1ll. M ODIFYING THE AS ARBITRATION TABLE TO MANAGE
an admission control mechanism to differentiate betweaffidr VARIABLE PACKET SIZES
flows. The main problem of the AS table-based scheduler is that it

AS VCs provide a means of supporting multiple independedbes not work in a proper way with variable packet sizes, as
logical data flows over a given common physical channel. A8 common in actual traffic. If the average packet size of the
supports up to 20 VCs of three different types: Up to 8 bypassa different flows is different, the bandwidth that the flows aiht
unicast VCs, up to 8 ordered-only unicast VCs, and up to may not be proportional to the number of table entries. Iri [18
multicast VCs. The bypassable VC with the highest identifier we showed in detail this problem and proposed a new tableebas
each network element is called the Fabric Management Changeheduling algorithm, the Deficit Table (DTable) scheduldrich
(FMC). Note that the link-level flow control is made at a VGyorks properly with variable packet sizes.
level. This means that each VC has its own credit count for theThe DTable scheduler defines an arbitration table in which ea
credit-based flow control. table entry has associated a flow identifier andeatry weight

The arbitration is also made at a VC level. AS defines twiloreover, each flow has assignedieficit counterthat is set to
schedulers to resolve between the up to twenty VCs competi@gat the start. When scheduling is needed, the table is cycled
for bandwidth onto the egress link: The table scheduler &ed tthrough sequentially until an entry assigned to an active fio
MinBW scheduler. A given implementation may choose any dbund. A flow is considered active when its queue has at la@st o
them or may implement its own proprietary mechanism. packet and the link-level flow control allows that flow to tsamt

When implementing the egress link scheduler the interactipackets. When a table entry is selected, dheumulated weight
with the credit-based flow control must be taken into accouns computed. The accumulated weight is equal to the sum of the
Packets from VCs that lack sufficient credits must not be dchedeficit counter for the selected flow and the current entryghei
uled. Thus, if the credits for a given VC have been exhaustefhe scheduler transmits packets from the selected flow tiril
the VC scheduler must treat the corresponding queue as ifatcumulated weight is smaller than the size of the packeteat t
were empty. While this situation persists, the bandwidttirarily head of the selected flow or the selected flow becomes inabtive
given to that queue is considered excess bandwidth and reusttee first case, the unused accumulated weight is saved ireffoétd



counter, representing the amount of weight that the sckedul However, the AS specification also states that, when imple-
owes the queue. In the second case, the remaining accuthulatenting the egress link scheduler, the interaction withctleglit-
weight is discarded and the deficit counter is set to zerohEalsased flow control must be taken into account. And thus, &sdsta
time a packet is transmitted, the accumulated weight isaediu before, if the credits for a given VC have been exhausted, the
by the packet size. VC scheduler must treat the corresponding queue as if it were

In order to keep the computational complexity low, the miniempty. This means that the scheduler must have the ability to
mum value that a table entry can have associated is the Maximenable or disable the selection of a given VC based on the flow
Transfer Unit (MTU) of the network. This is the smallest walu control information. Moreover, the scheduler is not allowe
that ensures that there will never be necessary to cyclaighro “save” bandwidth of inactive VCs for future use. Note thatgh
the entire table several times in order to gather enoughhwédy requirements do not appear in technologies with a portebksie-
the transmission of a single packet. Note that this conatiter level flow control mechanism like for example Gigabit Ethetrn
is also made in the DRR algorithm definition [34]. [33].

In order to adapt the AS table scheduler into the DTable The problem of the well-known scheduling algorithms that AS
scheduler we must add the deficit counter mechanism andstates as appropriate is that they were designed withoiiptéito
way to associate each table entry with a weight. Note that thecount the existence of a flow control mechanism, and thagy, t
AS specification only considers a VC identifier assigned &wheado not consider the possibility of disabling a queue basethen
table entry. Adding the deficit counters associated to thes V@ow-control information. The reason is that they were ovidiy
would require simple hardware modifications of the origiA& proposed for networks that do not have link layer flow control
table scheduler. However, this modification does not chahge for example Internet or ATM.
interface provided in the AS specification to configure tHelega In this section, we present three nernedit awarealgorithms
scheduler. Note that these counters are set to zero at thenbeg for the inner MinBW scheduler based on the well-known WFQ,
and are modified dynamically by the scheduler itself durin§CFQ, and DRR scheduling algorithms. The resulting credit
the scheduling process, and thus they do not require any uaesare algorithms fulfill all the properties that the innern@w
configuration. scheduler must have, and thus they can be used to implenignt th

In order to be able to also assign a weight to each table ensgheduler.
without modifying the AS specification, we propose to use a fix
value for all the entries. This weight is the Maximum Tramsfea \weighted Fair Queuing Credit Aware

g:ll; (r'\él(-qrthiZé T;qhulistemsc,)icrj‘r:fpl:la: ﬁ;;‘\?’grg ::g dtizkg;(aticsaszetljfut/?/revg)ﬂl The WFQ algorithm [7] is an approximation of the Generalized
e : Processor Sharing (GPS) model [25]. GPS is an ideal fluid mode
changg the AS specn‘lcatlon! we coqld employ other apprmcflﬁat provides perfect instant fairness in bandwidth alioca
;O-b?fflegsnerf/ae%hf;[eall()jleofe ggzhwtlgl‘alz vevm?t:[oforrnggﬁ;nmz. To_bee tThis ideal model_ assumes that seve_ral packets_from differen
table structure to dedicate two bytes in,stead of one to ezl t JUEUES Can be simultaneously transmitted. WFQ is a pagket-b
eacket algorithm that tries to emulate the GPS model by stagnp

entry, and to use the same weight for all the entries of a V . . o
These different approaches would provide different priger each packet that arrives at the egress link with its departur
l time (virtual finishing time in a corresponding GPS system. The

regarding, among other, the amount of memory required @ stg ackets are then transmitted in an increasing order of tangs
the arbitration table and the bandwidth assignation geaiiyl b 9

k ; iching i th
However, i this paper we focus on improving the AS techn;ologl,‘et F;* be the virtual finishing time of thé*" packet from flow

without modifying its specificaton. Therefore, we emplog fix v Ik
value for all the entries option. FF = max{Fi’“*l, V() + ¢—1
Summing up, in this section we have proposed a modification of !

the original AS table scheduler that works properly withiale Where LY is the length of thet'" packet andv(¢) is the virtual
packet sizes. However, this modification does not change ttige of the WFQ system. The WFQ algorithm tracks the set of
structure of the AS arbitration table. In this paper we wélfer queues which are active in each instant and the real timeeof th
to this modified version as DTable. Note, however, that a fulystem to calculaté’(t).

implementation of the original DTable scheduler would ¢édes ~ The WFQ Credit Aware (WFQ-CA) algorithm that we propose

a different weight per table entry. works in the same way as the WFQ algorithm, except in the
following aspects: When a new packet arrives at a VC quei®, it
IV. | MPLEMENTING THE INNERMINBW SCHEDULER stamped with itsvirtual finishing timeif there are enough credits

transmit the packet that is at the head of the VC. Packets ar
ransmitted in an increasing order of timestamp, but onbséh
VCs with enough credits to transmit the packet at their head a
taken into account. When a VC is inactive because of lack of
credits and receives enough credits to be able to transraihag
its packets are restamped, from the head to the tail, asyifithd
arrived in that instant.

Analyzing the properties of the inner scheduler of the MinB
cited in Section I, we can state that they refer to an idegd fa
gueuing model. In a fair-queuing system, supposing a serate
R, N flows, with thei* flow having assigned a weigh, during
a given interval of time, the flowreceives a fair share bandwidth
(B;) proportional to its weight

B' 7‘ > i R
P = *

where V is the set of flows with data in queug € N) during The SCFQ algorithm [10] defines fair queuing in a self-
that interval of time. contained manner and avoids using a hypothetical queusigsy



as reference to determine the fair order of services. Thjictibe exhibit lower latency and better fairness, the frame lersgitbuld
is accomplished by adopting a different notion of virtuahei. therefore be kept as small as possible. Unfortunately,ngiveet
Instead of linking virtual time to the work progress in the &P of flows, it is not possible to select the frame length arbiiya
system, it uses a virtual time function which depends on theccording to the implementation proposed in [34], DRR exkib
progress of the work in the actual packet-based queuingmsyst O(1) complexity provided that each flow is allocated a quantum
This approach offers the advantage of removing the compatatno smaller than the MTU. As observed in [14], removing this
complexity associated to the evaluation 16{t) that may make hypothesis would entail operating at a complexity which ban
WFQ unfeasible in high-speed interconnection technotogie  as large a$D(/V). Note that this restriction affects not only the
Therefore, when a packet arrives, SCFQ uses the service wagjght assigned to the smallest flow, but to the rest of thesflow
(finish time in WFQ) of the packet currently in service as tha order to keep the proportions between them.
V (t) to calculate the new packet tag.
The SCFQ Credit Aware (SCFQ-CA) algorithm that we proy, CoMPLEXITY CONSIDERATIONS ABOUT THE SCHEDULERS
pose works in the same way as the SCFQ algorithm, except in

the following aspects: When a new packet arrives at a VC queueAn ideal schedgling algorithm implemented. Ina high perfor-
it is stamped with its service tag only if it is at the head of th"'2C€ network with QoS support should provide a good end-to-

VC and there are enough credits to transmit it. When a pacl?é}dthdelay (alfsct)hcatlled Iat_en(_:y).c;l'f;e e?:-to-end de;_lay Ineefi
is transmitted, if there are enough credits to transmit tbet n as the sum of the transmission delay, the propagation it
packet, this packet is stamped with its service tag. When a queuing delay experienced at each network node. The last

is inactive because of lack of credits and receives enougtiiter component is by far the most significant. In some application

to transmit again, the packet at the head of the queue is sthm} ‘T pacl;fet;experllf ntcgs]c a Iatincy h|ghir than ?I cedr.ta|.n .,vz;t]hagz
with its service tag. alue of the packet information may be greatly diminished or

Note that Fourrons < Fik,l if there is at least one packeteven worthless. Moreover, a larger delay bound impliessiased

waiting, or being transmitted, in the VC quewieThis permits us burstiness of the session at the output of the schedules, thu

to wait to stamp a packet until it reaches the VC head [32]S_|_h|increasmg the buffering needed at the switches to avoikgtac

allows the scheduler to require only a service tag per VGeats los;:ia[g?g' Eztsir’]agg;d scheduling algorithm should gueea
of a tag per each individual packet like in the WFQ case [31?. P q 9 Y-

Therefore, the SCFQ-CA does not require the restampingzpsoc rrqt\;l\:aey:zo:htﬁeeonrﬂ-to-:;?n:g?{h;?i: 2t ‘:‘)Zh; ilgsr.n'tsolzgli 0
of the WFQ-CA algorithm, and thus simplifies the schedulin vide 1 yp u '

process. hen deciding which is the best scheduler in a high perfooman
network with QoS support. The second main property that a

scheduling mechanism should satisfy is a low complexitys T

C. Deficit Round Robin Credit Aware because in order to achieve a good performance, the progessi

The DRR algorithm [34] is a variation of the Weighted Roun@Verheads must be some orders of magnitude smaller than the
Robin (WRR) algorithm [16] that works in a proper way with@verage packet transmission time. This means that the éeeeal
variable packet sizes. In order to handle properly varigaieket [© decide the next packet to be transmitted must be very small
sizes the DRR algorithm associates each flow wituantumand If We consider the high speed of high performance networks.
a deficit counter The quantum assigned to a flow is proportiongloreover, a low complexity is required in order to be able to
to the bandwidth assigned to that flow. The deficit counterts smPlement the scheduler in a small silicon area (note thgit-hi
to 0 at the beginning. The scheduler visits sequentiallhdlaoy  Performance switches are usually implemented in a singfg).ch
and serves packets in the same way than the deficit mechanistf! this section we comment the complexity of the four sched-
of the DTable scheduler. ulers that we have presented in this paper: the DTable stdredu

The DRR Credit Aware (DRR-CA) algorithm that we propos@”d the three possible implementations of the MinBW schesdul

works in the same way as the DRR algorithm, except in the
following aspects: A VC queue is considered active only if in. The WFQ-CA and the SCFQ-CA schedulers
has at least one packet to transmit and if there are enoudiire
to transmit the packet at the head of the VC. When a pacligt

is trar?smitted,. '.[he next ac.tive VC is selected when any of ﬂ%%ffers from two major problems. The first problem is thatsthe
following conditions occurs: algorithms require processing at line speeds for tag cation
« There are no more packets from the current VC or there &§fd tag sorting. In other words, each time a packet arrives at
not enough flow control credits for transmitting the packej node, its time tag is calculated and the packet is insetted a
that is at the head of the VC. In this case, the current Vipe appropriate position in the ordered list of packets ingifor
becomes inactive, and its deficit counter becomes zero. transmission. This means that these algorithms requireaat the
« The remaining quantum is less than the size of the packete@implexity of a search algorithm in the list of queued pasket
the head of the current VC. In this case, its deficit Count@(log(N)), where N is the maximum number of packets at the
becomes equal to the accumulated weight in that instant.queue, or if the buffers are not shar@Jog(.J)), where J is the
A well-known problem of the WRR and DRR algorithms,number of active flows.
which is shared by the DRR-CA algorithm, is that the laterogt a The second problem that may happen in the sorted-priority
fairness depend on the frame length. The frame length isatkfirapproach is that, since the time tag is an increasing fumctio
as the sum of all the quantum values. The longer the framhkes, bf the time and depends on a common-reference virtual clock,
higher the latency and the worse the fairness. In order foRDd&R which in turns reflects the value of the time tag of previously

Sorted-priority” algorithms, like WFQ and SCFQ, are known
offer very good delay [36]. However, this family of alginins



served packets, the virtual clock cannot be reinitializedzéro VCs must be visited not in a sequential way but in the order
until the system is completely empty and all the sessions drelicated by the table scheduler. Therefore, in this casddhle
idle. In other words, it is impossible to reinitialize thertual must be looked over searching for the next active entry and
clock during the busy period, which, although statisticdihite skipping those entries that refer to a VC without packets or
(if the traffic is constrained), can be extremely long, egdhc credits to transmit. Although the checking of each entry ban
given that most communication traffic has been shown to éxhilnade with very simple computational units, in the worst case
self-similar patterns which lead to heavily tailed buffecopancy all the table must be looked over in order to find the next activ
distributions. entry. This kind of mechanism probably requires very littllicon
Therefore, for practical implementation of sorted-ptiral- area to be implemented, but may last too much time. In order
gorithms, very high-speed hardware needs to be designedtdomake the process faster several entries of the table can be
perform the sorting, and floating-point units must be ineolv read simultaneously at the expense of increasing the sicea
in the computation of the time tags. As stated before, the@CKFequirements. However, this algorithm has not the probléthe
algorithm avoids the emulation of a GPS system to maintaén tincreasing tag value and does not need floating point urkiés i
virtual time This reduces the computational complexity of the tam the case of the SCFQ and WFQ algorithms.
calculation. Therefore, the computational complexitylef SCFQ  The deficit mechanism added to the AS table scheduler to
algorithm is lower than the complexity of the WFQ algorithm. implement the DTable scheduler only requires simple intege
When considering the complexity of the WFQ-CA and SCFQunits, like adders and subtractors, to be implemented. dere
CA algorithms, it must be taken into account that in AS théhe memory requirements for this algorithm over the oritjiable
scheduling is made at a VC level. This involves, for examplscheduler are the memory needed to store the deficit cownter f
that the tag sorting process is much more simpler than inrotreach VC. The MTU is 2176 bytes (34 credits of 64 bytes) in
environments, where each flow is considered separately.9n A generic case for AS, and thus, the maximum deficit counter
the scheduler must consider only the packets at the headchf emalue is 33. We need at least 6 bits to represent this number.
active VC. Only when a packet from a given VC is transmittedlherefore, in the more general case of 20 VCs this means
the next packet in the same VC may be inserted in the sorted s + 6 = 120 bits per egress link. Taking all these things into
of eligible packets (if they have enough credits to be tratied). account the DTable algorithm is probably simpler than theQA/F
Therefore, in AS the maximum number of packets that theA and SCFQ-CA algorithms but more complex than the DRR-
scheduler must consider is twenty, which is the maximum rermbCA algorithm. Table | summarizes the different complexigues
of VCs. Note that, in those environments where the schegligin that we have considered to performe this comparison amamg th
made at a flow level, the maximum number of packets that mdsur schedulers.
be considered would be extremely higher.
Moreover, if we compare the complexity of the WFQ-CA and V1. PROVIDING QOSOVERAS
SCFQ-CA algorithms, apart from the complexity of the emolat ~ As was stated in Section Il, AS provides several mechanisms
of the GPS system, which is inherent to the WFQ algorithnthat can be used to provide QoS. However, the AS specification
the WFQ-CA algorithm adds the complexity of the restampingoes not indicate how to use these mechanisms. In this sectio
process, which may be a very costly process. we propose a way of using some of the above-presented AS
mechanisms in order to provide QoS.
B. The DRR-CA scheduler
The complexity of the DRR algorithm is quite small. Provided\. Traffic classification
that each flow is allocated a quantum no smaller than the MTUag stated before, the AS output scheduling mechanism is

and if a list of active flows is maintained, the algorithm caule applied not over flows but over VCs. Therefore, in order to
through the list knowing that it is always possible to traitsa  provide QoS over AS, a set of Service Classes (SCs) withrdiffe
list one packet from each flow or, which is the same, that thefgguirements must be specified. When various flows obtaiesacc
will never be a need to cycle through the entire table sevenals {5 the AS fabric, they will be assigned a SC depending on their
in order to gather enough weight for the transmission of glein cnaracteristics. If there are enough VCs we will devote asep
packet. Each time a packet is transmitted, the algorithmt mugc tg the aggregated traffic of each existing SC. Howevehéf t
compute if more packets from the same flow can be transmitted @ twork that we are using does not have as many VCs as SCs
it must change to the next active flow. However, this compnat \ye have defined, more than one SC should be assigned to the
can be performed with simple adder and subtractor unitse Nafame V/C and the scheduler should provide to each VC the most
that the WFQ-CA and the SCFQ-CA schedulers require complgstrictive QoS requirements of the SCs that it has assigned
divisor units to calculate the time tags. From a networking perspective the general QoS provisioning
In the case of the DRR-CA algorithm the number of queues ﬂ)%lrameters are throughput, latency, jitter, and loss-Tdteough-
equal to the number of VCs instead of the number of flows, a%t is the effective number of data units transported pee tim
thus the complexity is even smaller. The only added comfylexiypit, while latency is the time interval between the departof
remains in taking into account the flow control in order tosider 4 packet from the source to its arrival at the destinatiotterJi
active or inactive a VC. This is clearly the simplest algumit represents the variance in latency and can be calculatebeas t

considered in this paper. difference between the latencies of consecutive packésdiag
to a given flow. Finally, loss-rate is the percentage of peckeat
C. The DTable scheduler is not delivered to their destination.

In the case of the AS table scheduler, a list of active VCs The degree of sensitivity to each of these parameters varies
would not be as simple to maintain as in the DRR case, becawgdely from one application to another. For example, muttitia



TABLE |
COMPLEXITY COMPARISON SUMMARY.

[ Algorithm [ Tag calculation | Tag shorting | Tag overflow | Computation units | Other considerations |

WFQ-CA High Yes Yes +, [, comparison | tag per packet, restamping procgss
SCFQ-CA Low Yes Yes +, [, comparison | tag per VC

DRR-CA - No No +, - -

DTable - No No +, - Arbitration table searching process

applications are usually sensitive to latency and jittet, tnany Many AC schemes have been proposed. In [30] an implementatio
of them can tolerate packet losses to some extent. Howéner, &and comparison of a probe, a statistical, and a bandwidtkebro
severity of the effect of loss on the quality of these appiices approach is presented.
is also influenced by parameters such as the compression ands specification just cites AC as a possible mechanism to be
encoding techniques used, loss pattern, transmissiorepaie, used, but does not give any indication of how to implement.
and the error recovery technique implemented [39]. For #héur propose to use a bandwidth broker, which is an AC scheme that
discussion about different applications and their requéets, see makes the decisions based on the bandwidth that is expested t
[9]. consume the new flow. This solution assumes that both topolog
In order to define the different SCs, we propose a traffignd routing information about network is available. Moregthe
classification based on three network parameters: Bankdwidfiows must use the same path during all their life. This is ibss
latency, and jitter. In this way, this classification is damito in AS due to its source-based routing.
the one presented by Pelissier [28]. We distinguish betwle&®  The pandwidth broker algorithm must maintain a graph of
broad categories of traffic: the network egress links reporting the available free baditiw
« Network Control traffic: High-priority traffic to maintainal on each link. When a new connection tries to get access to
support the network infrastructure. One SC will be deditatehe network, the bandwidth broker checks if there is enough
to this kind of traffic. bandwidth available all along the path of that connectiball the
« QoS traffic: This traffic has explicit minimum bandwidth,|inks have enough bandwidth, the amount of required barttiwid
maximum latency, and/or jitter requirements. Various Qo3 subtracted from the available bandwidth of those links an
SCs can be defined with different specific requirements. Thige new connection is accepted. If any of the links have not
category can be divided into two groups: enough bandwidth to accommodate the new flow the connection
— Traffic which requires a given minimum bandwidth ands rejected.
must be delivered with a maximum latency and/or jitter One of the main problems of the bandwidth broker AC
in order for the data to be useful. Examples of such daggechanism is the connection establishment procedure eaerh
streams include video conference, interactive audio, apghplying this mechanism when trying to initiate every smgbw

video on demand. _ - _ can produce an excessive overhead. However, as statede befor
— Traffic which requires a given minimum bandwidth buAs defines the credit-based flow control and the scheduling
is not particularly sensitive to latency or jitter. mechanisms at the VC level. This provides a certain degree of

« Best-effort traffic: This traffic accounts for the majority o isolation to the traffic traversing one VC regarding theficabf
the traffic handled by data communication networks todathe rest of VCs. Specifically, it allows devoting a certaimimium
like file and printing services, web browsing, disk backuproportion of the link bandwidth to each VC. Therefore, this
activities, etc. This traffic tends to be bursty in nature andws us to apply the bandwidth broker mechanism over a retuce
largely insensitive to both bandwidth and latency. Beg&iref subset of VCs in order to avoid the appearance of congestes t
SCs are only characterized by the differing priority amongithin those VCs. Even in the case that congestion treesaappe

each other. in the rest of VCs, the traffic of the brokered VCs will not be
affected.
B. Admission control Therefore, we propose to apply the AC mechanism only to

In a loss-less network like AS, congested packets are rbpse VCs employed by the QoS SCs and not to the control SC
thrown away and as such the loss-rate due to congestionas z& the best-effort SCs. Note, that the QoS SCs are the onehwhi
This has the advantage of avoiding retransmissions thatdwo@ctually have specific QoS requirements. In addition, thentzy
severely affect the latency and jitter performance of thevglo constraints of the control traffic are not so clear. Morepvez
On the case of applications with packet loss resilienceoldy can assume that the amount of control traffic that is going to
allow to reduce the overhead due to the encoding techniquéaverse the network is going to be quite small. And thusintak
used to minimize the impact of errors. On the other hand,- logsto account the maximum amount of expected control tratfie,
less networks have other problems, being the most impotient Scheduling algorithm can assign the network SC witragmiory
formation of congestion (or saturation) trees [29]. Thingestion amount of bandwidth.
trees may produce a dramatic network performance degoadati Note that the AS source-based routing allows this AC apgroac
affecting not only the flows traversing the original point oto not need specific flow information in the switches in order
congestion, but other flows that share common upstream. linkdo make sure that each flow uses always the same path through

A common approach to avoid this problem is by using athe network. Switches must only maintain the configuratién o
admission control (AC) mechanism. The AC decides wheth#te output schedulers at a VC level. In this way, this AC
a new connection is accepted or rejected and ensures that dpproach is an end-to-end mechanism that can be implemented
entry of additional traffic into a network cannot create agstgpn. in a centralized manner, which has all the brokering infdioma



in a single host, or in a distributed manner, like in [11]. As &he rest of the best-effort bandwidth will also be added is th
first approximation, a centralized bandwidth brdkbased on the unassigned traffic. Note that the bandwidth unused by theaon
average bandwidth value required per each flow is used in thed QoS SCs would be redistributed by the MinBW scheduler
performance evaluation section. among the best-effort SCs.

2) Configuring the Table scheduleThe main advantage of the
table is that it allows us to configure not only the number bfda
entries assigned to each queue or VC, but also the distribafi

The schedulers must be properly configured at the differefie entries assigned to each queue. In [3], we explained bow t
network elements to distribute the bandwidth among theewdifft  configure this kind of arbitration table (in that case formifiand)

VCs but also to provide the traffic traversing each VC with g provide bandwidth and latency guarantees.
differentiated treatment. In order to provide traffic of a given VC with a minimum

There are two possible ways of configuring the scheduletsandwidth, the number of table entries assigned to that V€tmu
The first possibility is to configure the schedulers in adeancaccomplish with the proportion of desired egress link badttw
assigning each VC with a specific weight in the case of thg order to provide maximum latency requirements to thefitraf
MinBW scheduler, or assigning each table entry with a givéh Vof 3 VC, the maximum separation between any consecutive pair
identiﬁer, in the table scheduler case. This distributiavuld be of entries devoted to that VC must be fixed. Controlling the
made taking into account the requirements and expected r#mogaximum separation between any consecutive pair of entries
of traffic of the SCs that traverse each VC [30]. assigned to the same VC, it is possible to control the latericy

The second possibility is to configure the schedulers in agat VC. This is because this distance determines the mawimu
cordance with the connection requirements in a dynamic Wajne that a packet at the head of a flow queue is going to wailt unt
With this approach, the scheduler configuration may be nemtlifipeing transmitted. If for example, we assign a VC a maximum
both when a new connection is accepted and when a previousBparation of 2, that VC is going to be given the possibilidy t
established connection ends [2]. transmit after any other VC has been selected to do so and thus

In the following sections we will show how to configure thehe waiting time at the egress queue is going to be very short.
two normative AS schedulers, the MinBW scheduler and thietab This way of assigning the entries of the table faces the probl
scheduler, to provide the flows aggregated in the differe85V of hounding the bandwidth and latency assignments. If ote se
with bandwidth and latency requirements. Note that the merl 3 maximum separation between two consecutive table entries
jitter performance is intimately linked to the maximum latg¢ of a VC, a certain number of them are being assigned, and
performance, and thus, we can translate any maximum jitleénce a minimum bandwidth, to the VC in question. This can
requirement into a maximum latency requirement. be a problem because the most latency-restrictive traffés ahot

1) Configuring the MinBW schedulerProviding minimum ysually require a high bandwidth reservation. This is Uguthle
bandwidth requirements to a VC with the MinBW scheduler isase of, for example, the control traffic. However, in thisea
as easy as assigning to that VC a weight equal to the proportige can prevent this problem by assigning the control SC the
of the egress link bandwidth that it needs. The control SClvél pandwidth that, as it has been previously said, should ke lef
assigned to the FMC in order to achieve the maximum priorityinassigned in the MinBW case.
and thus no bandwidth will be assigned explicitly to this SC.

Parekh and Gallager [25] analyzed the performance of a VIl. PERFORMANCEEVALUATION

gueuing network with fair queuing service discipline andiksl In our previous work [22], [21], [20], [19], we have evaludte
upper bounds on the end-to-end delays when the input traffigst approaches of our proposals and compared the perfeenan
streams conform to the leaky bucket characterization. Assa figs g psets of our proposed schedulers. In this paper, weaeal
approximation, we are not going to conform the traffic to agiv thoroughly our proposals, comparing the performance ofdbe
pattern, but on the basis of that study, we assign a higheuamopossiple scheduling mechanisms that we have proposed for AS
of bandwidth than is needed to those VCs with high latengje DTable scheduler and the three possible implementation
requirements, in order to obtain a better average and maXimhe MinBW scheduler. Specifically, we compare their thrqugh
latency performance. average and maximum latency, and average and maximum jitter
In order to distribute the link bandwidth between the VCSperformance. For this purpose, we have developed a detailed

several things must be taken into account. First of all, it i§mulator that allows us to model the network at the register
well-known that interconnection networks are unable toi@&h {ansfer level following the AS specification.

100% global throughput. Therefore, not all the bandwidth ba

distributed among the SCs, thereby requiring a certainwald o  gimulated architecture

to be left unassigned. Moreover, a certain amount of barttiwid S .

must be reserved to the control SC according to its expectedWe h‘?“’e used a perfect-shuffle Bldlrectlonal Multl-stagen-n
traffic. Secondly, QoS traffic may be bursty (for example aewid co_nnectlon Networ_k (BMIN) [8] with 64 end-pomts _connected
transmission) and may require, during short periods of timere using 48 8-port switches. In A.S any topology is pos_slble,qut
bandwidth than average. Therefore, when configuring theBMin have us_ed a BMIN beqause Itis a common solution for inter-
scheduler, not all the bandwidth that is intended to be assligo connectlon In current h|gh-performance enV|ronments.[371]e
best-effort SCs will in fact be assigned to them, but rathdy a switch model uses a combined input-output buffer archikect

small amount of bandwidth proportional to their relativéogty. \lgvétgnair;rr())lzsrsg;ttg dc'?onZ?)Setr][ﬁebl;zzs’:orlztwu;lb(lj:;ﬁ;ggqg?uu;);f’

1The use of a centralized or distributed AC does not affectsieulation SWit(_:h level [4]. However, all the queues of a VC share theesam
results obtained in this paper. credit count.

C. Scheduler configuration



TABLE Il
SET OF SCS CONSIDERED

[EEE 802.1D-2004 traffic types suggestion Simulated traffic pattern

[ Type SC | Description Traffic pattern | Packet size
Control Network control (NC)| Supports the network infrastructure.| Burstsl up to 256B
QoS Voice (VO) Limit of 10 ms for latency and jitter. | 64 Kb/s CBR connectiong 168B
QoS Video (VI) Limit of 100 ms for latency and jitterl, 3 Mb/s MPEG-4 traces | up to 2176B
QoS Controlled load (CL) | Explicit bandwidth requirements. 750 kb/s CBR connections2176B
Best-effort| Excellent-effort (EE) | Preferential best-effort traffic. Bursts60 up to 2176B
Best-effort| Best-effort (BE) LAN traffic as we know it today. Bursts60 up to 2176B
Best-effort| Background (BK) It should not impact other flows. Bursts60 up to 2176B

TABLE Il

In our tests, the link bandwidth is 2.5 Gb/s but, with the 81
INJECTED TRAFFIC AND SCHEDULER CONFIGURATION

encoding scheme, the maximum effective bandwidth for data

traffic is only 2 Gb/s. We are assuming some internal speed-up Injected traffic Table C. MinBW C.
(x1.5) for the crossbar, as is usually the case in most cociater | SC Min. | Max. [ # Entr. | Dist. Weight
switches [15], [17]. The time header takes to cross the &witc NC 0.01 0.01 16 7 N
without any load is 150 ns, which is the same unloaded cut-| VO | 0.1875| 0.1875 16 4 0.25
through latency of the AS StarGerfderlin switch [35]. VI ] 0.187/5| 0.1875 12 6 0.1875
CL | 0.1875| 0.1875 12 (6) 0.1875
B. Traffic model EE 0 [01425] 5 (16) | 0.078125
The IEEE standarq 802.1D-2004.[12] defings 7 traffic typgs EE 8 81252 i Egi; 005135162255
at the Annex G, which are appropriate for this study. We will —g@ar T 05725 1 64 0.75

consider each traffic type as a SC. Table Il shows each SC and

its requirements. In this way, the workload is composed o8 Sto be used in very different kind of environments, and prdpab

and each one of them will be assigned to a different VC, the N@ some of them the multimedia traffic is not the most suitable

SC being assigned to the FMC. one. However, we use a wide range of traffic behaviors, ansl thu
The packets from each SC are generated according to differdre results obtained with this kind of traffic can be geneedli

distributions, as can be seen in Table Ill. VO, VI, and CL Ses ato other AS environments with other kind of traffic with QoS

composed of point-to-point connections of the given badthwi requirements.

VO and CL SCs are generated following a Constant Bit Rate

(CBR) distribution. In [38] several payload values for witodec - geneduler configuration

algorithms are shown. These values range from 20 bytes to 16Q h f . f th bl d the Mi hedulers i
bytes. We have selected a payload of 160 bytes for the V The configuration of the DTable and the MinBW schedulers is

SC traffic. In the case of VI SC. MPEG-4 traces are used f'oWn in Table Ill. In order to compare the two schedulers we
generate the size of each framé. Each frame is injected i ave assigned in both cases the same amount of bandwidth to
the network interfaces every 40 ms. If the frame size is brigggaCh SC.

than the MTU, the frame is split into several packets which ar 1) Best-effort SCs.We want to reserve 25% of link bandwidth
injected all along the frame time. The traffic of the besbeff to best-effort traffic. However, we have only assigned best-
SCs is generated according to a Bursts60 distribution [B]s T effort SCs 12.5% of bandwidth, because we do not need
traffic is composed of bursts of 60 packets heading to the same More to establish the preference between them.
destination. The packets’ size is governed by a Paretdiion, ~ 2) NC SC. We have assigned the NC SC with 25% of
as recommended in [13]. In this way, many small size packets bandwidth (rest of best-effort bandwidth + expected amount

are generated, with an occasional large size packet. Thedger of control traffic + expected amount of lost network band-
between bursts are modeled with a exponential distribUtlGh width). Note that the bandwidth assigned to the NC SC in
The Bursts60 pattern models worst-case real traffic scenafhe the table case is left unassigned in the MinBW case.

NC SC is generated in the same way than the Burst60 traffic3) Q0S SCs.The remaining bandwidth has been distributed
but with only one packet burst. For all the cases, the de&tima between the QoS SCs. We will inject the same amount
pattern is uniform in order to fully load the network. of traffic of the three QoS SCs considered. However, in

Our intention is to show that with an AC mechanism for ~ the MinBW case the way of providing a better latency to
controlling the QoS traffic and a relatively small amount of @ SC is assigning a higher amount of bandwidth than is

control traffic (as is usually the case), the QoS requiremefit actually required to fulfill its bandwidth requirements ]25
the different SCs are met, whatever the load of best-effaffic. Therefore, we have assigned 33% more bandwidth to VO
For that purpose, we inject a fixed amount of control traffi€jN SC due to its higher latency requirements.

and QoS traffic (VO, VI, and CL) all the time, and we gradually For the sake of simplicity, a table of 64 entries has been
increase the amount of best-effort traffic (EE, BE, and BK)eT used in the simulations. In order to fill in the table with the
amount of QoS traffic to be injected is the maximum allowed byC identifiers we have assigned the table entries minimizing
the AC. Table Ill shows the proportion of traffic of each SCtthahe distance between any consecutive pair of entries foNtbe
each node injects regarding the link bandwidth. VO, and VI SCs, which are the SCs with latency requirements.
Note that the traffic model that we use in this performancEherefore, we have assigned a maximum distance of 4 to the NC
evaluation is based on a multimedia environment. AS is a#en and VO SCs, which have 16 entries each one, and a maximum



distance of 6 to the VI SC, which has 12 entries. For the CL SG>> 03
and the best-effort SCs this is not necessary and we coulel hayg oz
assigned the entries sequentially in the free gaps of the, thst 02 o G G B - B B
to achieve better latency results for these SCs we havenaessig ¢ °*°
their entries minimizing the distance between entriesufegl Oool
shows the final distribution of the table entries among thesVC
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Fig. 1. Arbitration table configuration.
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D. Simulation results ) )
Fig. 2. Performance per VC with the WFQ-CA scheduler.

The figures of this section show the average values and theo 350

WFQ-CA ~A WFQ-CA A

confidence intervals at 90% confidence level of ten differentg so SGEQ-Sr X 300 SCFQ-CA- X
DTable -~ 250 DTable -~

simulations performed at a given input load. For each sitimula gw

we obtain the average throughput, the average packet jaterec § 30 »_»@;__@,.@;.;.@.:.:..@.::.@

maximum packet latency, the average jitter, and the maximur@ 2 -8

jitter of each flow. No statistics on packet loss are giverabee, <™

as it has been said, AS has a credit-based flow control mexthani  ° 06 065 07 075 08 085 09 0.95 1 ® 0606507 0.75 08 0.85 09 0.85 1

to avoid dropping packets. We obtain statistics per SC agdjirey Global Input Load Global Input Load

the throughput of all the flows of the same SC, obtaining th8g. 3. Latency performance comparison for the NC SC.

average value of the average latency and jitter, and thermami

latency and jitter of all the flows. Note that the maximum iate and Q0S SCs employ separate VCs, the growing best-effdiittra

and jitter shows the behavior of the flow or flows with the worstlightly affects their performance.

performance. Regarding the jitter performance, Figure 2 shows only the
Figure 2 gives a general overview of the performance whderformance of the QoS SCs because this is the connection

using the WFQ-CA variant of the MinBW scheduler. We do naeriented traffic and the jitter metric is only relevant foisttkind

show similar figures for the rest of schedulers due to lackats. Of traffic. The tendency is similar to the latency case. Thterji

However, although the specific values are different, theegan slightly grow with the load until they reach a certain value.

tendencies for the other mechanisms are the same. And thas, t Figures 3 and 4 show a more detailed comparison between

comments that we are going to make based on this figure cantbe different schedulers for the control and QoS SCs. We do

generalized to the rest of schedulers. If we compare thetioje not show the performance comparison for the best-effort SCs

and the throughput results, we can see that that the NC and ligsause the relevant aspect of these SCs is not the actratyat

QoS SCs obtain all the bandwidth that they inject. Howevéieny and jitter values but that they obtain a differentiated peniance

the network load is high (around 75%), the best-effort SCs dgnong them. In this sense, the four schedulers provide this

not yield a corresponding result. From that input load, ¢h8€s differentiation.

obtain a bandwidth proportional to their priority. Regarding the control SC, Figure 3 shows that the three possi
Regarding the latency performance, Figure 2 shows that thities for the MinBW scheduler provide a similar performue,

average and maximum latency of the control and QoS SCs grwkich is better than the provided by the DTable scheduleis Th

with the load until they reach a certain value. Once thiswatu is because, as stated before, the MinBW scheduler employs a

reached the latency remains more or less constant. This@ibe Strict priority mechanism to schedule the FMC, which is the V

when the load is low the number of conflicts between packetfsat we have assigned to the control SC. However, in the Tabl

from different VCs is also low, and thus the latency of all thecheduler case the control traffic does not have strictipriand

SCs is also low. However, the average latency of best-e§@$ it must compete with the other traffic.

continually grows with the load. Furthermore, it can be st Regarding the QoS SCs, Figure 4 shows that the DRR-CA

best-effort SCs obtain different average and maximum &tenvariant of the MinBW provides the worst latency and jitter

according to their different priority. In that sense, foaeple, the performance of the four schedulers. Specifically, the ateand

BK SC obtains a worse latency and starts to increase itsdaterjitter values offered by this scheduler are around the dotiin

sooner than the BE and EE SCs. Note that although the contirothe other cases. Note also that the performance of thedsibér
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Fig. 4. Latency and jitter comparison for the QoS SCs.
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Fig. 5. Percentage of degradation in the performance atrmamri traffic load.

depends on the frame length, and thus, in other scenaries, the WFQ-CA and the SCFQ-CA algorithms, it can be a good
performance could be even worse. If we compare the WFQ-Giternative for being used as the output scheduler meahdhise
and the SCFQ-CA MinBW variants, and the DTable scheduldgke into account its relatively low complexity. Moreovar,this
we can see that the WFQ-CA provides the best performance gatformance evaluation, in order to perform a fair compuarisve
the DTable the worst. However, the differences are actuadly have considered the same scheduling time for all the schedul
small. In some cases, we can even see that the different lildste that if we would consider the computational complexity
and/or confidence intervals are overlapped. each algorithm, the arbitration times would be probablyed#nt,
Figure 5 shows the percentage of degradation in the Iaten%nd the difference between the WFQ-CA and the SCFQ-CA,
. ) - K¥d between the SCFQ-CA and the DTable schedulers would be
and jitter performance at maximum traffic load for the cohtrg robably even smaller
and QoS SCs of the SCFQ-CA, the DRR-CA, and the DTabPe y )
scheduler over the WFQ-CA scheduler, and the DTable schedul
over the SCFQ-CA scheduler. This figure shows that the SCFQ- VIIl. CONCLUSIONS AND FUTURE WORK
CA scheduler entails only a maximum of 35% of degradation if In this paper, we have proposed a framework to provide QoS
compared with the WFQ-CA scheduler. This slight degradatioequirements over AS. Specifically, we have proposed to eefin
may not justify the use of the WFQ-CA, which, as stated reduced set of SCs with different bandwidth, latency, étet j
before, has much more computational complexity. On therothequirements. After that, we have proposed how to take adgan
hand, the DRR-CA algorithm provides for this scenario up tof the VCs, the link level flow control, the output scheduling
300% degradation. And thus, this scheduler despite its veapnd the admission control mechanisms provided by AS in order
low computational complexity does not seem appropriate fto efficiently provide the different SCs with their requirents.
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